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Safety Information
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battery, and it is very possible that you will never need to replace it. However, should you
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s CSA 22.2, No. 60950

= EN 60950

m  |EC 60950

Compliance Information
m  FCC Class A
= CE Mark
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= EN 55024

Notice of Export Controls
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United States government. Please contact D-Link Systems, Inc. for any export compliance
guestions.
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Preface

This User Functional Guide is intended for storage managers and administrators responsible
for configuring and maintaining the XStack Storage unit.

This User Functional Guide assumes that the user:
= Is computer literate.

= |s familiar with operating Web browser software and working in a windowing
environment.

m Has a basic understanding of storage products and concepts.

Typographic Conventions

The following conventions and icons are used in this User Functional Guide.

Notes

Notes provide information that deserves special attention. Notes are preceded by the
following icon:

Cautions

Cautions contain information which, if not followed, can cause damage to the XStack
Storage unit. Cautions are preceded by the following icon:

Warnings

Warnings contain information which, if not followed, can cause damage to the XStack
Storage unit and to the person installing it. Warnings are preceded by the following icon:
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Contact Information

You can find software updates and user documentation on the D-Link website.

D-Link provides free technical support for customers within the United States and within
Canada for the duration of the warranty period on this product.

U.S. and Canadian customers can contact D-Link Technical Support through our website, or
by phone.

Tech Support for customer within the United States:
D-Link Technical Support over the Telephone

e (888) 843-6100

e Monday to Friday 8:00am - 5:00pm PST/PDT

D-Link Technical Support over the Internet:
e http://support.dlink.com

Tech Support for customers within Canada:
D-Link Technical Support over the Telephone
e (800) 361-5265
e Greater Toronto Area 905-829-5040
e Monday to Friday 7:30am to 9:00pm EST/EDT

D-Link Technical Support over the Internet:
e http://support.dlink.ca
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Chapter 1 Introduction

The XStack Storage controller is an intelligent, high-performance iSCSI Gigabit Ethernet storage
solution designed for businesses that want to improve the reliability, availability, serviceability,
and performance of their storage systems.

Based on an Internet Protocol-Storage Area Network (IP-SAN) architecture, the XStack Storage
controller is built around a custom-designed Application Specific Integrated Circuit (ASIC)solution
combining 10Gbps iSCSI, TCP/IP offload, embedded processors and a storage virtualization
firmware stack controlled by firmware loaded into the on-board flash memory. The controller is
housed in a 19-inch 3U rugged hardware enclosure holding up to 15 internal Serial ATA (SATA)
drives, up to 512MB of system memory and up to 4GB of cache buffer memory. Host connectors
for each model are as follows:

- DSN-3200 provides eight 1GbE RJ-45 host connectors accessed via the back panel

- DSN-3400 provides a single 10GbE XFP-transceiver interface (transceiver sold separately)
accessed via the back panel.

The XStack Storage unit back panel also has a 10/100 Mbps management port and an RS-232-C DB9
diagnostic/console port.

Complete configuration and management are available through the intuitive, GUI-based Web
Manager interface. A variety of network configurations are easily established using the XStack
Storage’s volume management, initiator, target, network portal, and Link Aggregation Group
(LAG) features. In addition, the XStack Storage unit features Secure Sockets Layer (SSL), default
task priority, cache, TCP/IP, spare count, and battery policy settings for advanced users.

This chapter provides an introduction to the XStack Storage unit. Topics in this chapter include:
m  Section 1.1, Models on page 16

m  Section 1.2, Hardware Enclosure on page 16

m  Section 1.3, Benefits on page 17

= Section 1.4, Features on page 18

m  Section 1.5, System Overview on page 19

m  Section 1.6, Applications on page 20
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1.1 Models

XStack Storage is available in several models which vary according to the number, speed, and type
of host network connections. Table 1-1 lists XStack Storage model details.

Table 1-1 XStack Storage Models

Model Description

DSN-3200 Maximum number of host network iSCSI connections: Eight RJ-45 ports
Speed: 1 Gigabit Ethernet (1 GE)

Maximum number of internal SATA drives: 15

Maximum amount of system memory: 512MB

Maximum amount of cache buffer memory: 2GB

DSN-3400 Maximum number of host network iSCSI connections: One XFP transceiver host network connection
Speed: 10 GE

Maximum number of internal SATA drives: 15

Maximum amount of system memory: 512MB

Maximum amount of cache buffer memory: 2GB

1.2 Hardware Enclosure

The XStack Storage DSN-3000 series comes in a standard 19-inch 3U rack-mount chassis with 15
hot-swappable drive bays.

16 Chapter 1 Introduction
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Benefits

The XStack Storage line provides a range of benefits that stem from the ability to use familiar,
proven, and widespread networking technologies like IP and Ethernet for storage solutions.

One of the XStack Storage controller’s major benefits is that it is based upon the iSCSI standard
that uses the same Ethernet 802.3 frame format, access control, full-duplex and flow control
technologies already in place in most companies. iSCSI (Internet SCSI) is simply the encapsulation
of SCSI hard drive commands in IP packets which are then passed by means of an Ethernet network
between a server’s iSCSI initiator program and the xStack Storage target. As a result, companies
can effectively leverage their existing Ethernet equipment to upgrade their LANs seamlessly and
painlessly. Equally important, companies can also leverage their existing knowledge base to
install, deploy, and manage XStack Storage-based storage networks. By delivering Ethernet
economics to storage, the XStack Storage product line enables a lower total cost of ownership. It
also empowers companies to rapidly deploy storage for new business applications using
technologies that they already know and trust.

The XStack storage unit can be placed anywhere on the company’s Ethernet LAN (Local Area
Network) backbone, but it is recommended that a dedicated SAN (Storage Area Network) be
created to isolate the high network traffic generated between file servers and the XStack Storage
unit. The proven transport infrastructure provided by Ethernet makes for increased reliability.
Investment protection and reduced training costs follow naturally by using existing network and
storage expertise and a common technology infrastructure.

The XStack Storage unit is suited for scalability over long distances and makes it ideal for remote
data replication and disaster recovery. With 1 GE and 10 GE models, the XStack Storage line
provides an easy transition to faster Ethernet connectivity, protecting your current and future
investments.
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14  Features

The XStack Storage DSN-3000 family has the following features:

m  High-performance iSCSI storage system

= Highly integrated, reliable, multifunction ASIC

= Low-latency, high-performance design

m  Fully featured, integrated storage virtualization

= Eight copper 1G (802.3ab) Ethernet network ports on the DSN-3200

m  One XFP-transceiver 10G Ethernet port on the DSN-3400. (XFP transceiver sold separately)
= Up to 15 hot-swappable SATA disk drives

m  One standard RJ-45 copper 10/100 (802.3i/802.3u) Ethernet management network port
m  One standard DB9 RS-232-C diagnostic port

m  Easy setup and configuration

= In-band or out-of-band management via a direct connection or the Web by connecting to the
10/100BaseT Ethernet management port

m  Three hot-swappable cooling fans
= One 760W 3U n+1 auto-switching universal power supply for high availability

m  Battery pack preserves the contents of the buffer cache in the event of a power failure
(contents will be backed up for approximately 72 hours)
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1.5 System Overview

Figure 1-1 shows a typical Storage Area Network (SAN) configuration in which XStack Storage can
be used. The Storage Area Network portion of this diagram is a private high-speed Ethernet
network that is dedicated to the exchange of data between the network servers and the XStack
Storage unit. The high bandwidth used by the servers exchanging data with the XStack Storage
unit can easily consume high bandwidth on the LAN (Local Area Network) where users PCs are
attached. Creating a separate network to isolate this traffic avoids bogging down the customer’s
existing LAN and helps improve security.
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Figure 1-1 XStack Storage System Diagram
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1.6 Applications

16.1

The XStack Storage iSCSI solution broadens the options available to organizations for addressing
the availability, performance, and manageability issues caused by continual data growth. And at
its lower overall cost, it creates an appealing argument for transition to networked storage. It also
provides the basis for networked storage solutions in environments where Fibre Channel would not
be cost-effective, such as nearline storage applications in the data centers of small and medium
businesses where low-end servers run midrange enterprise applications. In this environment,
XStack Storage can provide a solid choice for non-mission critical nearline storage applications
such as basic disk-based storage for archive data.

The following sections provide examples of these applications.

Storage Consolidation

Businesses that seek to move beyond Direct Attached Storage (DAS) and are looking for the
benefits offered by SAN will appreciate the XStack Storage solution and its ability to support
multiple servers and efficiently pool storage. IP interfaces can be tied together using existing fast
Ethernet equipment. This reduces costs related to equipment and staff in comparison with server-
attached storage. Companies can also better utilize storage capacity by pooling more servers
together in the storage network.

1.6.2 Server Consolidation

With an XStack Storage networked storage infrastructure, companies can link multiple storage
repositories to multiple clients and servers, allowing for better resource utilization, ease of
storage management, and simpler expansion of the storage infrastructure.

In addition to serving as a backbone, the XStack Storage unit can connect to server farms,
workstations, and servers for high-bandwidth applications involving audio or video files.

1.6.3 Remote Mirroring and Replication

With additional software and equipment, XStack Storage can be used to provide remote mirroring
and/or replication of local storage. This could prove invaluable in the event of a local disaster
such as fire or flooding.

1.6.4 Fast Nearline Backup and Recovery

With additional software, XStack Storage offers a solid platform for businesses seeking nearline
storage providing backup of primary storage. It can support immediate backup and recovery versus
tape by emulating a tape device or library and be accessed by the user’s standard backup
software.
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1.6.5 Accelerated Backup Operations

Using the XStack Storage, backup operations previously restricted to operating across traditional
IP LANs at the file level can now operate across IP storage networks at the block level. This shift
facilitates faster backup times, and provides users with the flexibility to use shared or dedicated
IP networks for storage operations. This wide-area access also means that storage can be backed
up from any location with an IP connection.

This approach leads to significant cost savings and better use of disk space. Companies can also
use readily available IP network security technologies, such as firewalls and encryption and
authentication tools, to prevent unauthorized access into storage and ultimately to data.

With maximum Ethernet speeds of 8x1GBE found in the DSN-3200 and 10 GE found in the DSN-
3400, XStack Storage delivers an efficient, relatively inexpensive method for moving data between
networks at speeds surpassing those of Fibre Channel.
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Chapter 2 Understanding Terminology and Concepts

This chapter provides a background on managing virtual storage, and explains key terms and
concepts associated with virtual storage.

Topics in this chapter include:

m  Section 2.1, Overview on page 24

m  Section 2.2, Understanding iSCSI on page 24

m Section 2.3, Storage Pools and Drives on page 25
m  Section 2.4, Volumes on page 26

m  Section 2.5, Spare Count on page 28

m  Section 2.6, Tasks on page 28
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2.1

2.2

Overview

The term “storage virtualization” refers to the process of grouping together independent storage
devices found across a network to create what seems to be a single large storage entity that can
be centrally managed.

The purpose of XStack Storage is to virtualize disk storage for use by a customer’s host computers
(servers). With a SAN, servers connected to that network can access any SAN device (such as an
xStack Storage unit) wherever that device is attached to the storage area network. The user is no
longer aware of, and no longer needs to know, which physical devices contain which data. The
storage has become virtualized. The virtualization of storage provides a more intuitive use of
storage, while the XStack Storage unit quietly manages the storage network in the background.

At its front end, the XStack Storage unit uses the Internet small computer system interface
(iSCSI) protocol over Ethernet to connect to the customer’s servers. At its back end, the XStack
Storage unit contains a bank of SATA disk drives. The XStack Storage unit performs its
virtualization task by presenting volumes that the servers see as disks or drives, depending on the
server operating system’s terminology. Volumes are created by organizing blocks of storage from
the SATA disk drives.

Understanding iSCSI

iSCSI is an end-to-end storage block protocol that makes it possible to transfer storage data
reliably over any IP-based network, including the Internet. The iSCSI drafts and Request for
Comments (RFCs) are published by the Internet Engineering Task Force (IETF), but based on the
SCSI specifications from the ISO's Technical Committee Ten (T10), the ANSI-accredited body
responsible for developing and maintaining the core SCSI standard. To the committee, iSCSI is
another SCSI transport and is officially sanctioned by them (though technically it's a superset of
SCSI, providing additional functionality through uniqgue commands and data formats used for
secondary services such as authentication).

From the network's perspective, iSCSI is just another service that runs over small computer
system interface/Internet Protocol (TCP/IP). It can use the same networking stack as other
applications, with clients requesting data from servers. The main difference is that its function is
more specialized. Whereas other Layer 7 protocols such as SMTP are agnostic toward the
technologies used at their endpoints, iSCSI is designed as a way to extend an existing storage
technology across IP networks.

For iSCSI purposes, the SCSI protocol is conceptually similar to TCP/IP's client/server
architecture. Every SCSI link involves a host adapter, called an initiator, and a storage device,
called a “target.” The customer's server will act as the initiator and the XStack Storage unit will act
as the target. A local SCSI bus usually connects a single initiator to up to seven targets, but a SAN
allows an unlimited number of each. The initiator's iSCSI stack packs (or encapsulates) SCSI
commands and data into IP packets, which are then unpacked by the target for processing as if
they had originated locally.
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The iSCSI protocol defines two types of iSCSI nodes:
= The initiator node

m  The target node

The iSCSI initiator node consists of a name and a set of properties. The server’s operating system
provides software to define and configure its iSCSI initiator node. The XStack Storage unit serves
as one or more iSCSI target nodes. Section 5.3.5 describes how to use the XStack Storage
management console to define and configure iSCSI target nodes. Within each iSCSI target node,
one or more volumes can be accessed, using a Logical Unit Number (LUN), by one or more iSCSI
initiator nodes. Each iSCSI target node can have up to 256 LUNs. In the XStack Storage unit, the
LUNs available in one target node are independent from the LUNs in other target nodes.

The server (iSCSI initiator) “sees” the volumes by using the XStack Storage’s target node name
and a LUN. This combination creates a “circuit” between the Server operating system’s “disk
drive letter” (or Dynamic Volume) and the XStack Storage volume. XStack Storage is designed to
allow flexibility by granting specific initiator nodes access to specific target nodes. One initiator
can be given access to multiple target nodes, with different security mechanisms to protect
different applications. Access to volumes is controlled by the target node’s list of allowed LUNs.

2.3  Storage Pools and Drives

Storage space is managed on the XStack Storage unit through storage pools. The placement of a
drive in a storage pool controls the way that drive can be used. There are three types of storage
pools (refer to Table 2-1).

Table 2-1 Types of Storage Pools

Storage Pool Usage

Available Pool Disk drives available for use, but with no data stored on them at this time. A spare
drive is normally kept in the available pool, so the drive is available for use should
any other drive falil.

Blade A Base Pool Disk drives currently being used to hold Volume data or ready to be used to hold
volume data.
Unusable Collection Two types of drives appear in the Unusable Collection:

= Drives not available for use either because they have already failed and have
not been removed from the enclosure

= Drives inserted into the XStack Storage unit that were found to be used
previously by an XStack Storage unit .

When a new system is installed, all new drives are placed in the available pool. The drives
remain in the available pool until they are needed for use in a volume or dragged and dropped by
the Administrator into the Blade A Base Pool.

XStack Storage User’s Guide 25



If a volume is reduced (for example, if a physical drive fails), the firmware
automatically moves a drive from the available pool to the Blade A Base Pool
and starts the rebuild operation for that volume.

2.4  Volumes

A volume is a set of blocks of storage that are organized and presented for use by a customer’s
server (an iSCSI initiator node). Every volume must be associated with a storage pool, which
limits the drives that can be used to hold data for that Volume (only drives in that pool can be
used for this volume). Only the Blade A Base Pool can be used for volumes.

The iSCSI initiator node sees the volume as a contiguous series of numbered blocks, called Virtual
Logical Block Numbers (VLBNs), in the same way that it would see the storage space on a single
disk drive. The XStack Storage unit constructs a volume from extents, where each extent is a
block of storage from a single drive. A volume typically consists of extents from several drives. A
volume of n blocks is shown in Figure 2-1.

Extent 1

e

q

>
1Y Extent x
Volume

Figure 2-1 Internal Structure of a Volume

Volume can be organized in several ways (refer to Table 2-2).

Table 2-2 Ways to Organize Volumes

Organization Definition Redundant | Striped Storage
Cost
JBOD One copy of the data is written to the selected Extents. No No 1x
Mirror Two copies of all data are written to independent Extents. Yes No 2X
Stripe Distributes one copy of the data among several drives to improve No Yes 1x

the speed of access.

Stripe Mirror Distributes the data among several drives and then keeps a mirror Yes Yes 2X
copy of the blocks on each drive

Parity Distributes one copy of the data among several drives and adds Yes Yes 1x-1.5x
parity blocks spread throughout the volume to protect against the
loss of any single drive.
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For organizations that are striped, the data distributed among multiple drives is organized in a
series of “stripes.” Each stripe consists of a fixed nhumber of blocks on each drive. The fixed
number of blocks used on each drive is called a “chunk.” This can be viewed as an array where
each row is a stripe and each column is a drive. The term “Member” is defined as the number of
columns in this array. The XStack Storage unit can allocate the required space very flexibly (i.e.,
an entire member does need to reside on a single drive). Within each member, extents can be
obtained from as many drives as necessary.

Organizations that are redundant provide protection against loss of data in the event of a failure
of any one drive. This adds a storage cost in that some storage will be used for redundancy rather
than for customer data. Redundancy requires that the volume data be stored on separate drives,

so that data integrity is maintained in the event of a drive failure.

For a parity organization, the XStack Storage unit distributes the volume into the array described
for a stripe organization, and reserves one chunk from each stripe to hold the parity information.
The parity information provides redundancy without having to keep a complete copy of the data.
If any single drive fails, the parity calculation mechanism can be applied to the data on the
remaining drives to provide full access (reading and writing) of all data.

Further, the parity calculation mechanism can be used to recreate the data with fresh parity
protection onto a new drive to re-gain redundancy. However, this protection comes at a cost: the
storage requirement for the volume is increased by one member. For example, if a 10 GB striped
volume was distributed among four members, each member would need 2.5 GB of space. To
make a parity volume of 10 GB using four members, for instance, each member would need 3.33
GB of space: one chunk in each stripe would be used to hold parity. In other words, to hold the
space for parity in a 4-member volume, the XStack Storage unit needs to use 1/3 more space
than the initiator can access. From another point of view, 1/4 of the space used by that volume
is not available to the initiator. The 10 GB volume can also be created using 2.5 GB members if
five members are used.

As a result, the additional storage cost for a parity volume of four members is 25% (i.e., 25% of
the space is not user data, but redundancy data). For a 5-member parity volume, the additional
cost is 20%.

For a mirror organization, the XStack Storage unit divides the volume into two members, each of
which contains one full copy of the data. Each member must be allocated on separate drives. The
cost of a mirror volume is that data must be stored twice (i.e., for a volume of size x bytes, the
XStack Storage unit needs 2x bytes, or 100%).

For a stripe mirror organization, the XStack Storage unit distributes volume into members, as in
a striped organization, and then doubles the number of members to allow for the second data
copy. As in a mirror organization, the storage cost is double.

For each volume, the XStack Storage unit must determine the organization and the size of the
volume. For striped organizations, the XStack Storage unit must further determine the chunk
size, and the number of drives across which the data is to be divided.

There are two ways to create a volume in XStack Storage:

= Automatically: The Administrator answers questions about the required redundancy, size, and
usage characteristics of the volume. The XStack Storage unit then determines the remaining
parameters needed to allocate the storage space and create the volume.
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2.5

2.6

= Manually: The Administrator selects the organization and all other parameters described
above, and specifies the drives that can be used for the volume. The XStack Storage unit then
finds the storage space on the given drives to allocate and create the Volume.

Disk space is assigned to a volume in extents. The extents that make up a volume can be seen on
the XStack Storage Management console. The extents are organized into members. The definition
of a member varies with the organization:

m  For a striped organization, a member is defined above.
= For a mirror organization, there are two members, one for each copy of the data.

m A stripe mirror organization has a member for each stripe, as defined above, plus a second
member (for each stripe) to hold the data copy. Therefore, if a stripe mirror organization has
X stripes, it has 2x members.

Spare Count

The XStack Storage Administrator can designate a spare count, which is a number of drives to be
kept available in case a drive that holds volume data fails. The spare count default is 0, meaning
that no drives are reserved. If the spare count was 1 in an enclosure with 12 drives installed, 11
drives could be used by the XStack Storage unit for automatic volume creation and one drive
would remain in the available pool. As volumes are created, drives would be moved from the
available pool into the pool in which the volume is created, up to 11 drives. Should any of those
drives fail, the 12" drive would become available to be used in any rebuild task that requires a
drive (the rebuild task is described in Section 2.6).

Tasks

The XStack Storage unit can automatically, or at the Administrator’s demand, perform activities
that take time and consume the controller’s resources. The Administrator can control, to some
degree, when tasks are performed. Any task can be suspended and resumed by the Administrator.
Some tasks can be cancelled and some can be scheduled on a recurring, periodic interval. All
tasks can have their priority changed, which controls the amount of resources the XStack Storage
unit devotes to a task.

The XStack Storage unit can perform the following tasks:

= |nitialize a Volume: Some volume organizations (e.g., parity) require Initialization. The
Initialization task performs this action. This task can be performed while an initiator is
accessing (reading and writing) data. An Initialization task can be suspended and resumed,
but cannot be cancelled.

m  Rebuild a Volume: When a drive fails, every redundant volume that occupied space on that
drive can be rebuilt.

— For mirror protection, data can be copied from the remaining copy.

— For parity protection, data can be recreated from the remaining data and parity
information.
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In either case, when the XStack Storage unit finds replacement space on another drive, it
performs one Rebuild task for each extent that used space on the failed drive. If replacement
space is not available on the drives in the pool associated with the volume, and one or more
drives exist in the available pool, a drive is obtained from the available pool and
automatically moved to the volume’s pool. A Rebuild task can be suspended and resumed,
but cannot be cancelled.

Grow (or Expand) Volume: The Administrator can expand the size of a volume. If the
volume’s organization requires initialization, the initialization of the new space is performed
with a Grow task. A Grow task can be suspended and resumed, but cannot be deleted. An
initiator can access the new space while the Grow task is being performed.

Media Scan: The Administrator can scan a non-parity volume for media errors by starting a
Media Scan task. This task reads every block in the volume to ensure there are no errors. If
there are errors, this task fixes them if possible. A Media Scan task can be cancelled,
suspended, and/or resumed by the Administrator. It can also be scheduled for a future time
and/or at a recurring interval.

Parity Scan: The Administrator can scan a parity volume for errors by starting a Parity Scan
task. This task reads every block in the volume looking for errors as described for Media Scan
to ensure that parity is correct. If parity errors are found, this task corrects the errors. A
Parity Scan task can be cancelled, suspended, and/or resumed by the Administrator. It can
also be scheduled for a future time and/or at a recurring interval.
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Chapter 3 Identifying Hardware Components

This chapter describes the XStack Storage hardware components.

Topics in this chapter include:
m  Section 3.1, Front Panel Components on page 32

m  Section 3.2, Back Panel Components on page 36
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3.1 Front Panel Components

The following sections describe the hardware components on the front of the XStack Storage
enclosure. Figure 3-1 shows the removable front bezel along with the drive bays and major
components.

Bezel: Power LED Boot and Fault LED
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Drive Bays:  powerieo Boot and Fault LED
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Drive Power and Fault LED
Drive Activity LED

Figure 3-1 Front View of the XStack DSN-3000 Series Enclosure

When installed, the front bezel uses pipes to pass light from the LEDs behind
it to the front for viewing. The bezel itself is passive and has no active LEDs.
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LEDs

Figure 3-1 reveals several LEDs that provide useful information about the state of the XStack
Storage unit. The Power LED illuminates when the system is powered. The bicolor Boot and
Fault LED will remain clear during bootup and then green if booting is successful. If the boot
process is unsuccessful, or a system fault occurs, then it will turn red.

Each of the fifteen drive bays has two LEDs associated with it, a drive activity LED and a
bicolor drive power and fault LED. Table 3-1 describes the front panel LEDs and their
functions.

Table 3-1 Front Panel LED indicators on the DSN-3000 series enclosure

LED Color Meaning
Power Green ON Power is applied to the system
Boot and Fault Green ON Successful boot. No errors encountered.
Red ON Remains clear during boot process. If red after boot process

completed, then an error has been encountered. Please see
management GUI for more information.

Drive Activity Green Blinking Data being transmitted or received from corresponding SATA drive.
Drive Power and Blue ON Drive is powered and operational
Fault

Red ON Drive has experienced a fault and is offline

3.1.2 Key Lock and Latches

Figure 3-1 shows the XStack Storage front bezel with key lock and two latches. This bezel can
be locked in place to protect the system from unauthorized drive access and removal.

Bezel Removal: Simply press inwards (as the arrows reveal) on the two latches shown in Figure
3-1. The bezel will come off easily providing access to the drive bays behind it. If the key
lock is in the locked position, then the latches cannot be pressed inwards.

Bezel Installation: Align the bezel in front of the chassis and push forward. The latches are
spring-loaded and will lock into place. If you wish, you can use the key lock to prevent drive
access by turning it to the locked position.
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3.1.3 Drive Bays
Figure 3-1 illustrates the fifteen hot-swappable drive bays and their numbering scheme from
left to right (0 through 14).

3.1.3.1  Drive and Tray Removal

A drive/tray assembly can be removed by pressing upwards on the green latch found on the
tray and removing it with the handle as shown in Figure 3-2.

the Handle
and Remove
the Tray

Step 1) Press
Upwards on the
Latch to Unlock
the Tray Handle

Figure 3-2 Drive and Tray Removal

Removal of a populated drive/tray assembly can have unforeseen effects
including the loss of all data in a volume. A drive can be part of a volume
that may or may not be redundant. Before removing a drive from an
operating XStack Storage system, make sure it is the correct one.
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3.1.3.2  Drive and Tray Installation

A drive/tray assembly can be installed by inserting the drive/tray assembly into the open
drive bay. Push the tray at the point indicated in Step 1 of Figure 3-3 and push until it is
seated firmly within the bay. As you press, you will see the tray handle begin to move
inwards as the locking mechanism enters the locking slot. When you see this, then you must
push the tray handle inwards as shown in Step 2 until you hear the green locking mechanism
click.

Until You
Hear the
Latch Lock

Figure 3-3 Drive and Tray Installation

3.1.4 FrontVents

The enclosure that houses the XStack Storage unit contains a set of three hot-swappable fans
located in the mid-section of the chassis drawing air into vents in the front of the unit, cooling
the hard drive array and other components. This air exits the chassis through a grill located at
the rear of the chassis. It is advised that the unit only be operated with the top cover in
place. When installing the XStack Storage unit, please be sure these vents are not blocked.

A fully loaded array with all drive bays filled can generate a significant
amount of heat. Please be sure the cover is in place to provide the forced
air flow required for proper cooling.
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3.2 Back Panel Components

The following sections describe the hardware components on the rear of the XStack Storage
enclosure. Figure 3-4 shows the major components.

Power Reset
Switch  Switch

Host Network Management
Connections | Port
Diagnostic
Port

Figure 3-4 Rear View of the XStack DSN-3200 Enclosure

3.2.1 Switches

The rear panel of the XStack Storage unit enclosure has two switches as shown in Figure 3-5.
Table 3-2 identifies the switches and their function.

Power Reset
Switch Switch
| mi
! ENEEEEN|
Figure 3-5 Power and Reset Switches
Table 3-2 Power and Reset Switches Function
Switch Description
Power Applies power to the XStack Storage unit. Pressing this switch for longer than 3 seconds removes power

from the XStack Storage unit and turns off the unit.

Reset Resets the XStack Storage unit.
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3.2.2 External Interfaces

3221

Figure 3-4 shows an area labeled “External Interfaces” where the external ports of the DSN-
3000 Series are found.

m  Section 4.1, DSN-3200 external interfaces are described in 43

m  Section 4.2, Safety Considerations on page 44

DSN-3200 External Interfaces

The back of the XStack Storage DSN-3200 enclosure provide the following external interfaces:

= Eight (8) 1GbE (1 Gigbit Ethernet) RJ-45 host network connections

= One DB9 RS-232-C diagnostic port

m  One RJ-45 Fast Ethernet management port

Figure 3-6 shows the hardware components on the back of the XStack Storage DSN-3200

enclosure

Host Network Connections

=] =] =] =]
Port Port Port Port
0 2 4 6
Port Port Port Port
1 3 5 7
== == == =]

Diagnostic Port

o9

Mg mt
Ethernet

Figure 3-6 External Interfaces on the XStack DSN-3200 Enclosure
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3222  DSN-3200 LEDs

Each RJ-45 host network connection on the back of the XStack Storage DSN-3200 enclosure has
two bicolor light-emitting diode (LED) indicators that show the activity and speed for that
port. Table 3-3 describes the host network connection LED indicators on the back of the
XStack Storage enclosures.

Table 3-3 Host Network Connection LED Indicators on the XStack DSN-3200 Enclosure

LED Color Description
RJ-45 Port Green Data is being transmitted on the RJ-45 port.
Activity

Yellow Data is being received on the RJ-45 port.
RJ-45 Port OFF Data is being sent or received at 10 MB/s.
Speed

Green Data is being sent or received at 100 MB/s.

Yellow Data is being sent or received at 1 Gb/s.

In addition, the management port has two bicolor LED indicators that show the activity/link
and speed for this port. Table 3-4 describes the management port LEDs and Figure 3-7 shows
their location.

Table 3-4 Management Port LED Indicators on the XStack Storage DSN-3200 Enclosure

LED Color Meaning
Activity/Link Green ON Link is operational.
Green Blinking Data is being transmitted or received on the RJ-45 port.
Yellow OFF Connection has been established at 10 Mbps.
Yellow ON Connection has been established at 100 Mbps.
Port Speed OFF Data is being sent or received at 10 MB/s.
Yellow Data is being sent or received at 100 MB/s.
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Host Network Connections
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Figure 3-7 Management Port LED Locations

3.2.2.3 DSN-3400 External Interfaces

The back of the XStack DSN-3400 provides the following external interfaces:

m One 10 GE XFP transceiver host network connection

o (optical or copper depending on what interface you install)

= One DB9 RS-232-C diagnostic port

m  One RJ-45 Fast Ethernet management port

Figure 3-8 shows the hardware components on the back of the XStack DSN-3400.
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Figure 3-8 External Interfaces on the XStack DSN-3400 Enclosure
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3224  DSN-3400 LEDs

Two LEDs next to the XFP connector show transmit (Tx) and receive (Rx) activity on the host
network interface. Table 3-5 describes the Tx and Rx LED indicators on the back of the XStack

DSN-3400.
Table 3-5 Host Network Connection LED Indicators on the XStack DSN-3400 Enclosure
LED Color Description

Tx Link OFF There is no transmit activity.
Blinks Green There is transmit activity from the XStack DSN-3400.

Rx Link OFF There is no receive activity.
Solid Yellow A 10G connection has been established.
Blinks Yellow There is receive activity with the XStack DSN-3400.

In addition, the management port has two bicolor LED indicators that show the activity/link
and speed for this port. Table 3-6 describes the management port LEDs and Figure 3-8 shows

their location.

Table 3-6 Management Port LED Indicators on the XStack DSN-3400 Enclosure

LED Color Meaning
Activity/Link Green ON Link is operational.
Green Blinking Data is being transmitted or received on the RJ-45 port.
Yellow OFF Connection has been established at 10 Mbps.
Yellow ON Connection has been established at 100 Mbps.
Port Speed OFF Data is being sent or received at 10 MB/s.
Yellow Data is being sent or received at 100 MB/s.

3.2.3 Rear Vents

Figure 3-4 shows air vents that allow the exit of air through the rear of the chassis. Please be
sure these vents are not blocked.
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Chapter 4 Installing the XStack Storage Unit

This chapter describes how to install the XStack Storage unit.

The topics in this chapter include:

Section 4.1, Site Considerations on page 43

Section 4.2, Safety Considerations on page 44

Section 4.3, Unpacking the XStack Storage Unit on page 46

Section 4.4, Items Supplied by the User on page 47

Section 4.5, Installing the XStack Storage Unit without a Rack on page 48
Section 4.6, Installing the XStack Storage Unit in a Rack on page 48

Section 4.7, Connecting to the XStack Storage Management Port on page 50
Section 4.8, Connecting the Battery Pack on page 51

Section 4.9, Connecting the Power Cords on page 52

Section 4.10, Booting the XStack Storage Unit on page 53

Section 4.11, Configuration Methods on page 53
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4.1 Site Considerations

The site where you install the XStack Storage unit can affect its performance, Please observe the
following guidelines when setting up the XStack Storage unit.

For

Install the XStack Storage unit on a sturdy, level surface that can support the unit. A fully
populated XStack Storage unit weighs approximately 75 Ibs. (33 kg.).

The power outlet should be within six feet (1.82 meters) of the XStack Storage unit.

For the XStack Storage unit to perform at optimal levels there must be adequate heat
dissipation and ventilation around the unit to avoid overheating.

— Leave at least six inches (152.3 mm) of space at the front and back of the XStack Storage
unit for ventilation.

— Do not locate the XStack Storage unit next to, on top off, or below any device that
generates a significant amount of heat or will block the fee flow of air through the
ventilation slots on the XStack Storage unit.

Install the XStack Storage unit in a fairly cool and dry location for the acceptable temperature
and humidity ranges.

Install the XStack Storage unit in a site free from strong electromagnetic field generators
(such as motors), vibration, dust, and direct exposure to sunlight.

rack installation, the following additional considerations must be observed:

The XStack Storage unit can be mounted in a standard 19-inch rack. The rack-mounting
hardware must be carefully selected to properly support the equipment. Follow the
instructions in the documentation for the rack.

The operating ambient temperature of rack-mounted equipment must not exceed the
maximum rated ambient temperature of 104 degrees F (70 degrees C).

The air flow clearances specified in this guide must be maintained within the rack.

The AC supply circuit for rack-mounted equipment must be capable of supplying the total
current specified on all the labels of the rack-mounted equipment.

All AC power supply connections must be properly earthed. To ensure the integrity of the
earth connection, special attention must be given to connections that are not directly
connected to the branch circuit (for example, power strips).
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4.2

421

Safety Considerations

The following sections provide guidelines to ensure your safety when installing and working with
the XStack Storage unit.

General Safety Guidelines

Observe the following general guidelines to ensure safety:

Keep tools away from walk areas where you and others could trip over them.

Do not wear loose clothing that could get caught in the chassis mounting hardware. Fasten
your tie or scarf to your sleeves.

Wear safety glasses when working under any conditions that might be hazardous to your eyes.

Do not perform any action that creates a potential hazard to people or makes the rack or
equipment unsafe.

4.2.2 Electrical Safety Guidelines

Observe the following electrical guidelines when working with XStack Storage unit.

Do not work on the equipment or disconnect cables under the following conditions:
— During a thunderstorm
— When wearing a wool sweater or other heavy wool clothing.

— When power is applied.
Disconnect all power before installing the XStack Storage unit.

Always make sure that power is off before connecting or disconnecting cables. Never assume
that power is disconnected from a circuit. Always check.

Locate the emergency power-off switch in the room in which you are working. Then, if an
electrical accident occurs, you can quickly shut the power off.

Do not handle the XStack Storage unit when power is applied. Before handling it, unplug the
XStack Storage power cord from the AC outlet or trip the power breaker.

Identify possible hazards in your work area, such as moist floor, ungrounded power-extension
cables, and missing safety grounds. Do not work alone if potentially hazardous conditions
exist.

If an electrical accident occurs, proceed as follows:

Use caution to avoid becoming a victim yourself.
Turn off power to the XStack Storage unit.

If possible, send another person to get medical aid. Otherwise, determine the condition of the
victim and call for help.

Determine whether the victim needs rescue breathing or external cardiac compressions, then
take appropriate action.
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4.2.3 ESD Safety Precautions

Electrostatic discharge (ESD) can damage equipment and impair electrical circuitry. Static
voltages as low as 30 volts can cause latent damage to circuitry. ESD can result in complete or
intermittent failures. Therefore, observe all standard antistatic procedures (for example, wear a
grounding strap) when handling electronic equipment and components.

Always follow ESD-prevention procedures when handling system components:

Ensure that the chassis is electrically connected to earth ground.
Wear an ESD-preventive wrist strap, ensuring that it makes good skin contact.

Connect the clip to an unpainted surface of the chassis frame to safely channel unwanted ESD
voltages to ground.

To properly guard against ESD damage and shocks, the wrist strap must be used correctly. If
no wrist strap is available, ground yourself by touching the metal part of the chassis.

For safety, periodically check the resistance value of the antistatic strap, which should be
between 1 and 10 megohms (Mohms).

Do not operate the system unless all cards and faceplates are in place. Blank faceplates (filler
panels) serve three important functions:

— They prevent exposure to hazardous voltages and currents inside the chassis.
— They contain electromagnetic interference (EMI) that might disrupt other equipment.

— They direct the flow of cooling air through the chassis.

4.2.4  Lifting and Reaching Safety Precautions

To prevent personal injury or damage to the chassis, never attempt to lift or tilt the chassis using
the handles on modules (such as power supplies, fans, or cards); these types of handles are not
designed to support the weight of the unit. Lift the unit only by using handles that are an integral
part of the chassis, or by grasping the chassis underneath its lower edge.
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4.3 Unpacking the XStack Storage Unit

After receiving the XStack Storage unit, perform the following steps to ensure that it and other
contents arrived safely.

To unpack the XStack Storage unit:

1. Inspect the outer shipping container for any damage that may have occurred in shipping.
Report any sign of damage to the appropriate shipping agency.

2. Remove the XStack Storage unit and cables from the shipping container.

3. Save the shipping container, foam, and antistatic bags in case you have to return the XStack
Storage unit. Returning the XStack Storage unit in any other container is not advised.

4. Be sure the following parts are included:

XStack Storage unit

Three power cords

Rackmount rail kit
CD including QIG and this User Guide

5. Inspect the XStack Storage unit thoroughly. If you see any signs of damage, notify a sales
representative and/or the shipping agency.

46 Chapter 4 Installing the XStack Storage



4.4

[tems Supplied by the User

Table 4-1 lists the additional items that you must supply to perform the XStack Storage unit
installation. All users must provide the items in the first row of Table 4-1. Thereafter, the
additional items required for installation depend on the user category into which you fit.

Table 4-1 User-Supplied Items to Perform the XStack Storage Installation

User Category

User-Supplied Items

All XStack Storage
Users

A PC or server with a Network Interface Card (NIC) that will act as the iSCSI initiator. (See Note 1)

A PC with a NIC and Internet access that will access the XStack Storage management console.
(See Note 1)

One or more available AC outlets not controlled by a wall switch.

Optional: An Ethernet switch and Ethernet cable. If you want to use the XStack Storage'’s Link
Aggregation feature (refer to Section 5.3.3), the switch must support Link Aggregation Groups
(LAGs).

XStack DSN-3200
Users

An IP address for each XStack Storage host connection RJ-45 data port that will connect to your
SAN. (Each XStack Storage unit's RJ-45 data port must be on a separate subnet. For more
information, refer to Appendix E.)

An Ethernet cable for each XStack Storage host connection RJ-45 data port that will connect to
your SAN (the XStack Storage unit's auto-senses the cable type used).

XStack DSN-3400
Users

An IP address for the host network (optical) connection.

A single mode or multimode XFP optical cable to connect the host network connection to your
SAN.

Rack-Mount Users

A standard NEMA-compliant 19-inch rack.

initiator.

Note 1: For convenience, one PC with three installed NICs can be used instead of separate PCs. In this configuration, one NIC
connects to the XStack Storage management port, a second NIC connects to the Internet, and a third NIC is used with the iISCSI
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45 Installing the XStack Storage Unit without a Rack

When installing the XStack Storage unit on a desktop or shelf, allow enough ventilation space
between the XStack Storage unit and any other objects in the vicinity. In particular, be sure not to
block the air vents on the front and back of the XStack Storage unit enclosure. Install the cables
and power cord according to the procedures in the following sections.

4.6 Installing the XStack Storage Unit in a Rack

The XStack Storage unit can be mounted in a standard 19-inch rack. Use the following procedure,
along with the documentation for the rack, to install the XStack Storage unit in a rack.

The rack cabinet must provide sufficient airflow to the front and back of the
XStack Storage unit to maintain correct cooling. It must include ventilation
sufficient to exhaust the heat generated by equipment installed in the rack.

1. Be sure the XStack Storage unit is turned off and its three power cords are not attached to the
unit.

2. Attach the mounting hardware to the left and right sides of the XStack Storage unit. Refer to
the documentation for your mounting hardware and rack.

3. With the assistance of another person, hold the XStack Storage unit in place in the rack and
secure with the mounting hardware. Refer to the documentation for your mounting hardware
and rack.

4. Install the cables and power cord according to the procedures in the following sections.
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4.6.1 Connecting to the XStack Storage DSN-3200 Host Network Connection Ports

The XStack Storage DSN-3200 host network connection ports consist of eight RJ-45 data ports.
These ports connect to your SAN using either a straight-through or cross-over RJ-45 Ethernet cable
(the XStack Storage unit auto-senses the type of cable used). You will need one cable for each RJ-
45 data port you want to connect to your SAN.

To connect the XStack Storage DSN-3200 RJ-45 host network connection ports to your SAN, use the
following procedure (Sections 5.3.3 and 5.3.3.1 describe how the XStack Storage unit is configured
to use these ports).

1. Attach either end of an Ethernet cable to host network connection port 0 on the XStack
Storage unit’s back panel. Facing the back of the XStack Storage unit, the host network
connection ports appear on the left side (see Figure 3-6 on page 37). Connect the other end of
the cable to your SAN.

2. To connect additional XStack Storage RJ-45 host network connection ports to your SAN, repeat
step 1 using another Ethernet cable and the next available XStack Storage port in sequence
(port 1, then port 2, and so on). Do not skip ports when making these connections.

4.6.2 Connecting to the XStack Storage DSN-3400 Host Network Connection Port

The XStack Storage DSN-3400 host network connection port consists of a single 10 GbE host
network XFP optical transceiver interface. This port connects to your SAN using a single mode or
multimode XFP optical cable depending upon the model of transceiver you have installed.

To connect the XStack DSN-3400 host network connection port to your SAN, use the following
procedure.

1. Connect one end of a single mode or multimode XFP optical cable to the XStack Storage
optical host network connection port. Facing the back of the XStack DSN-3400, this port
appears on the left side (see Figure 3-8 on page 39).

2. Connect the other end of the cable to your SAN.
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4.7  Connecting to the XStack Storage Management Port

Connecting a PC to the XStack Storage management port lets you configure and manage the
XStack Storage unit. This procedure requires a PC with an installed NIC and an appropriately
configured Ethernet cable.

= To connect the PC directly to the XStack Storage management port, use a cross-over cable.

= To connect the PC to the XStack Storage unit using a hub or switch, use a straight-through
cable.

To connect to the XStack Storage management port, use the following procedure.

1. Connect either end of an Ethernet cable to a NIC installed in the PC that will be used to
manage and monitor the XStack Storage unit.

2. Connect the other end of the cable into the XStack Storage Mgmt Ethernet port. Facing the
back of the XStack Storage unit, the management port is the rightmost RJ-45 connector:

— To view this port on the XStack DSN-3200, see Figure 3-6 on page 37.
— To view this port on the XStack DSN-3400, see Figure 3-8 on page 39.

If you want to configure the XStack Storage unit for email alert notifications,
be sure the management port can communicate via Ethernet with your mail
server.

XStack Storage management and data activities must be separate. This
means you cannot connect the same NIC to the management and host
network connection ports. Rather, one NIC must connect to the management
port and a different NIC, either in the same PC or a different PC, must
connect to the host network connection port(s).
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4.8  Connecting the Battery Pack

The XStack Storage unit comes equipped with a standard 6-cell battery pack to provide back up of
the buffer cache contents (See Figure 4-1). Since write-back caching is always enabled on the
XStack Storage unit, we recommend you have a battery installed at all times.

Figure 4-1 Battery Pack Installed on XStack Controller
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4.9  Connecting the Power Cords

The receptacles for connecting the XStack Storage unit’s three power cords appears on the back
of the unit as seen in Figure 4-2. To connect a power cord for each of the power supplies three
redundant power modules, use the following procedure.

1. Plug the female end of the power cord into one of the three 3-pronged power connectors on
the back of the XStack Storage unit.

2. Plug the other end of the power cord into a working AC outlet that is not controlled by a wall
outlet.

3. Repeat steps 1 and 2 for the remaining two power cords. Installed power cables can be seen
in Figure F- 2.

Figure 4-2 Power Supply
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4.10 Booting the XStack Storage Unit
To power on the XStack Storage unit, press the power switch on the rear panel as seen in Figure
4-3. When you power-on the XStack Storage unit, the following actions occur:
= The front panel Power OK LED goes ON.
= The XStack Storage unit runs its startup process, which takes from 4 to 5 minutes to complete.

= The front panel Link Status LEDs for the SATA drive LEDs may flash.

If your XStack Storage unit has a boot and fault LED that provides a visual indication of the startup
process, the LED turns green when the XStack Storage unit completes the startup process
successfully. If the process is not completed successfully, the LED turns red. If this occurs, reboot
the XStack Storage unit. If the problem persists, contact Technical Support.

Figure 4-3 Power-On Switch and Reset Switch Located on Rear of Enclosure

4.11 Configuration Methods

When the XStack Storage unit boots for the first time, it automatically loads its factory-default
configuration settings. For a list of these settings, refer to Appendix C. If necessary, you can use
the Web Manager interface to change these settings to suit you requirements.

The Web Manager is a Java-based graphical point-and-click Web interface that can be accessed
from any PC with Internet access. You can also access the Web Manager using a PC connected
directly to the XStack Storage management port (refer to Section 4.7).

For more information about configuring the XStack Storage unit, refer to Chapter 5.
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Chapter 5 Configuring the XStack Storage Unit

After you install the XStack Storage unit, you can perform the procedures in this chapter to
configure the unit. The XStack Storage unit provides an intuitive graphical Web Manager interface
that allows users to manage the XStack Storage unit in a visual environment. This chapter
describes how to use the Web manager interface to configure and manage the XStack Storage
unit.

The topics in this chapter include:

m Section 5.1, Getting Started on page 56

m  Section 5.2, Initial XStack Storage Setup on page 64

m  Section 5.3, Managing the XStack Storage Unit on page 69

m  Section 5.4, Managing User Accounts on page 114

m  Section 5.5, Performing Cache Activities on page 117

m  Section 5.6, Managing XStack Storage Configurations on page 118

m  Section 5.7, Restarting and Shutting down the XStack Storage unit on page 121
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5.1 Getting Started

The following sections provide instructions for getting started with the XStack Storage Web
Manager.

5.1.1 Launching the XStack Storage Management Console

The following procedure describes how to launch the XStack Storage Management Console. The
XStack Storage Web Manager requires Java v1.4.2. If the management console does not have this
Java version installed, you can download it using the XStack Storage Login screen. For this
reason, the PC used to manage the XStack Storage should have Internet access.

1. With the XStack Storage powered-up, start a Web browser, such as Microsoft® Internet
Explorer, on the PC connected to the XStack Storage management port.

2. In the browser’s address bar, type the following default IP address for the XStack Storage
management console and press the Enter key:

192.168.1.1

The XStack Storage console management Log in screen appears (see Figure 5-1).

£ xStack Storage Login

Log in
Type in User name and Passward then click OF
Username: |
Passwaord:
ok || cancel || More>>

Figure 5-1 XStack Storage Log in Screen

If the XStack Storage management console does not start automatically
return to the HTTP://192.168.1.1 browser window and click on the click
here link. If you are having problems starting the XStack Storage
Management Console you may need to install and or reinstall Java and/or
Java Web start by clicking the lower click here link. (The XStack Storage
works with Java v1.4.2.)
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The IP address on your PC's NIC must be on the same IP subnetwork
(192.168.1.x) as the management port. All subnets must be unique
between all ports, including the management port.

Enter your username and password in the appropriate text boxes. The first time you log in,
you must use the default username (admin) and password (admin). If you create another
account with admin and add/edit user privileges and then delete the default admin account,
write the new username and password on a piece of paper. Otherwise, if you lose this
information, you will have to return your XStack Storage to DLink for reconfiguration.

If desired, you can click the More button to view the IP address you will be

connecting to and change it if necessary.

Click the OK button. A screen appears with a progress bar as the connection is being made to

4 ustack Storage Management Console
Fle Yiew Storage Metwork  Help

the XStack Storage. Once the connection is made, the main screen appears (see Figure 5-2).

=1&lx]

o

Creat

D-Link

Physical Resources | Logical Resources |

W Ethernet &
W Ethernet 7

D) Erciosure Information | LFLog Messagesl Tasks Info | CIM Server Info | Firmware Imags Ir\fnl

xStack Storage

Messane Log Summary -

Error 0

-System Settings -
Spare Count a
Disk Line Macle Disahle
Default BT Priority 9
TCPJP Default Parameters —
Max P Segmetation  E960
TCPWindow Scale 0
TCP Timestamp false

PMTU Enahled true

Figure 5-2 XStack Storage Management Console Main Screen
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5.1.2 Understanding the Main Screen

Figure 5-3 shows the areas of the XStack Storage management console main screen. The following
section describes the areas indicated in Figure 5-3.

| B =1

Fle Wiew Sioraus  febwork  Help 1 Menu/Tool Bar

El D-Link '

Moo e sourcas | Logioal Resources]ﬁﬁclﬂsur& Information | <7 Log Messsges | Tasks Info | CM Server info | Firmweare hoage info |

xStack Storage
lessage Log Summar
Resources Error 0 Main Display
Pane Area

Information 274

System Setting
Spars Count i
Disk Line Mode Disable

Default BT Priority 5

[ TCPAP Default P
Max IP Seametation 8960
TCP Window Scale o

TCP Timestamp falze

PMTU Enabled true

S

Footer

Figure 5-3 Parts of the XStack Storage Management Console Main Screen

58 Chapter 5  Configuring the XStack Storage



5.1.2.1 Menu / Tool Bar Area

The Menu/Tool Bar Area appears at the top of the XStack Storage management console window.
This area contains the following components (see Figure 5-4):

Title Bar

Menu Bar —
Tool Bar — S

Title bar. The title bar shows the name of the application. On the right side of the title bar
are the standard Windows buttons for minimizing, maximizing, and closing the XStack Storage
management console application.

Menu bar. The menu bar is located below the title bar. The menu bar contains the menus
you can select to perform a range of storage tasks. The XStack Storage management console
provides the following menus:

- File

- View

— Storage
— Network
- Help

Depending on the activity you are performing, some menus may be gray and unavailable. For
a description of the options in each menu, refer to Appendix A.

Tool bar. The tool bar is located below the menu bar. The tool bar provides convenient
shortcuts for menu options and other operations. The tools that appear on the tool bar vary,
depending on the task you are performing.

L nStack Storage Management Console I =3 5'

e View 3torage Hetwork  Help

D-Link

Figure 5-4 Menu/Tool Bar Area
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5.1.2.2 Resources Panel

The resources pane appears along the left side of the XStack Storage management console
window (see Figure 5-5). This pane can show either physical resources (such as drives and
Ethernet connections) or logical resources (such as iSCSI initiator, iSCSI target, and LAG
resources), depending on whether the Physical Resources tab or Logical Resources tab is
selected.

These tabs work the same way Windows Explorer works. A plus sign (+) next to an item, for
example, means that the item contains subitems. To expand the item and see the subitems,
either double-click the item or click the plus sign next to it. When an item is expanded, a minus
sign (-) replaces the plus sign next to the item. Click the minus sign to collapse the item.

In this Guide, you will see references to the “active tab.” The active tab is the tab that is on top
(in front) of the other tab. Only one tab can be active at a time. To switch between the Physical
Resources tab and the Logical Resources tab, click the tab name.

Physical Resources | Logical Resgurcegl Physical Resources  Logical Resources
; '-Jj—_-_:ﬂ Urusahble Collection
=Stack Storage =] Blade & Baze Pool
3 prive 0 [ sanvoL
—9 Civver 1 9 Crrivve O
—E3 Drive 2 3 Drive 1
—9 Drive 3 9 Drive 2
—¥ Ethernet 0 "“‘f Drive 3
—W Ethernet 1 —L 4] Awvailable Pool
W Ethernet 2 [F-Target Resources
W Ethernet 3 [S-hetwark Ertities
[ Ethernet 4 . nas 5001 52900d4b36200000000000000000
—W Ethernet 5 E s
—W Ethernet 6 Ly conmection 10000002
| Ethernet 7 5 LAG Resources
S LAG 08000000
S &G 03000001
5 LG 0a000002
S LG 03000003
S LAG 08000004
S LG 03000005
5 L AG 08000006
N s LAG 0E000007
EI—@E Intiator Resources
B dink
[=Stack Storage I5C5| Session 11000002
Example of Physical Resources Tab Example of Logical Resources Tab

Figure 5-5 Resources Pane
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51221

51222

5.1.23

Physical Resources Tab

The Physical Resources tab contains the following entities:
m  The XStack Storage unit ('*.ﬁ).
m  The physical drives attached to the XStack Storage (Q).

m  The Ethernet ports on the XStack Storage (i_). To enhance viewing, the port icons are color
coded (black = link is down, green = link is up).

Logical Resources Tab

The Logical Resources tab contains the following entities:

m  Unusable Collection (Liﬂ). Shows drives that have been pulled out of the XStack Storage
unit. Initializing a drive in this location moves the drive to the Available Pool to rebuild a
volume if necessary.

m Blade A Base Pool (L‘_il). Shows volumes that have been created (mﬂ) and drives (.9).

= Available Pool (L:ﬂ). Shows the available drives (9) that can be added to the storage pool.
The first time the system starts, all drives appear in the Available Pool.

m  Target Resources. Shows the network entities (ﬁf') and Link Aggregation Groups (LAGS) (c-‘rnrlfb)
that have been created.

m Initiator Resources. Shows the iSCSI initiators () that have been created.

Main Display Area

Some items in the Physical Resources and Logical Resources tabs have storage or system
information associated with them. When you click such an item, the storage or system
information is displayed in one or more “tabbed” screens in the main display area. The tabbed
screens resemble index cards. If you click the top XStack Storage item in the left pane of either
the Physical Resources tab, for example, four tabs appear in the main display area (see Figure
5-6). You can then click the tab to view the information on it.

For more information about the screens that can appear in the main display area, refer to
Chapter 6.
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Figure 5-6 Main Display Area
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Figure 5-7 Example of the Main Display Area Showing Blade A Base Pool Information
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5.1.24 Footer

The footer appears at the bottom of the XStack Storage management console window. The footer

shows status information when appropriate. If you select Blade A Base Pool in the Logical

Resources tab, for example, the words Blade A Base Pool appear in the footer (see Figure 5-8).

£ nStack Storage Management Console 1= x|
File Wiew Storage Retwork i5CS1 Help

sl D-Link
Creat.. | Creat.. | Manua... [ Crest

0 Storage Group Informstion | Tasks Info I

S

Selecting Blade
A Base Pool
here...

...displays the
selection in the
Footer here

753 Drive 3
3 Awvailable Pacl
[-Target Resources

E-Metwork Entiies

nas 50015630004b3520000000
5 3% i5CSI Session 11000002
ry Connection 10000002
2 LAG Resources
= LaG 03000000
A Las osoooom
5L L&G 08000002
L LAG 03000003
L LaG 08000004
=L L&G 03000005
A, Lac oaonoons
5L L&G 08000007

B—iig\nmamr Resources
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Figure 5-8 Example of Message in the Footer
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5.2 Initial XStack Storage Setup
Once a network connection has been established with the XStack Storage unit and an instance of
the Web Manager is open, the following basic configuration tasks are recommended:
m  Configuring the management interface - described below.
m  Verifying the XStack Storage’s date and time settings - see Section 5.2.2.

m  Configuring for email alerts - see Section 5.2.3.

5.2.1 Configuring the Management Interface

Before using the Web Manager, ensure that the XStack Storage’s Ethernet network parameter
settings are correct for your network configuration. The XStack Storage ships with the following
default IP settings:

m |P Address: 192.168.1.1
m  Netmask: 255.255.255.0
m  Gateway: 0.0.0.0

The following procedure describes how to adjust these settings. As part of this procedure, you
can change the XStack Storage unit’s name. While not required, changing the XStack Storage
name is recommended for identification and troubleshooting purposes.

After you change these settings, you must restart the XStack Storage unit for the new settings to
take effect. If you change the IP address, configure the NIC in the management PC to use the
first three octets of the new IP address; then enter the new IP address in your Web browser to
access the XStack Storage management console.

1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:
— On the File menu, click Configure Out of Band Port.

— Right-click and click Configure Out of Band Port.
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Set Defaulk Task Prioriky
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_9 Flush Sache
= Configure 55 Slisnt

_|_  Shutdown Syskem

—'iE Restark System
—WE  Abterpt bo Bind

W £ xStack Starage Date and Time
Enable 551
W Set G106 and Inguiry Data

Configure Out of Band Port
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Either step displays the Configure Out of Band Port dialog box, with the current settings
shown (see Figure 5-9).

x

IP &ddress after restart: | m . 168 . 1 . 1
current setting: 192.165.1.1

Subnet Mazk after restart: | 2645 . 284 . 2645 . 1]
current setting: 255,255 255.0

Hosthatne after restart: IhnEIEIEIEIEIEISEISS1 ooooz
current sefting: hnO0000030551 Q0002

Gatevvay after restart: | 0 ) 1 ) 1 ) 1
current setting: 0.0.0.0

0,4 Cancel

Figure 5-9 Configure Out of Band Port Dialog Box

Complete the fields in the dialog box:

IP address after restart. Enter an available IP address that will take effect after the
XStack Storage unit restarts.

Subnet Mask after restart. Enter the subnet mask that will take effect after the XStack
Storage unit restarts.

Host name after restart. The XStack Storage unit is assigned a default host name. If
desired, you can change this name to one that is meaningful to you.

Gateway after restart. Enter the gateway that will take effect after the XStack Storage
unit restarts.
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For convenience, the current settings appear below the fields where you
enter the new settings.

It is important for you to remember the new IP address, as you will need it
for subsequent logins to the XStack Storage management console. We
recommend that you write the IP address on a piece of paper and store it in
a safe place in case you need to refer to it in the future.

4. On the File menu, click Restart. When the confirmation prompt “Do you want to restart the
system?” appears, click Yes.

5. Wait for the XStack Storage unit to become ready.

6. After the XStack Storage unit has become ready and reboot is complete, launch the browser,
enter the IP address you saved from step 2, and click Go on the browser. The Login Screen
initializes and the User Name and Password must be re-entered.

5.2.2 Changing the XStack Storage Date and Time

The XStack Storage unit maintains the current timezone, date and time. You may need to change
these settings the first time you use the XStack Storage unit or if time changes occur in your
area, After you change these settings, you must restart the XStack Storage for the new settings
to take effect.

1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:
— On the File menu, click XStack Storage Date and Time.

— Right-click and click XStack Storage Date and Time.

Set Default Task Priority
_9 o Set Cache Mods

—& . FlushiCache

—9 O Ganfigure iSNS Eient

Shutdown Swstem

_|i Etl Restark Syskem
g El Attempt ko Bind

%5kack Storage Dake and Time
—WE Enable 550
W Etl Set O and Inguiry Data

e Zonfigure Qut of Band Port
Change i5CSI Port Mumber
Configure Systen 5
Modify System TCPYIP Settings
Sek Spare Counk
Configure sk Line

St Jystem Battery Palicy

Either step displays the XStack Storage unit’s Date and Time dialog box, with the system
timezone, date, or time settings shown (see Figure 5-10).

66

Chapter 5  Configuring the XStack Storage



x
Timezone ILITC ;I
Sy 02212008 = o]
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Figure 5-10 XStack Storage Date and Time Dialog Box
3. Complete the fields in the dialog box:
— Timezone. Select the appropriate timezone from the drop-down list.

— System Date. Either use the controls to the right of this field to select the appropriate
system date or click the calendar icon and select a date from the popup calendar.

— System Time. Use the controls to the right of this field to select the appropriate system
time.

4. Click OK.

5.2.3 Configuring for Email Alerts

You can configure the XStack Storage unit to send notifications by email when an event occurs.
To use this feature, the XStack Storage management port must be able to communicate with your
LAN’s Simple Mail Transfer Protocol (SMTP) server. This procedure assumes that your SMTP server
is set up correctly and that you are able to use it for your normal emails.

1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. On the File menu, click Configure Email Notification. The Configure Email Notification dialog
box appears (see Figure 5-11).
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Figure 5-11 Configure Email Notification Dialog Box

3. Complete the fields in the dialog box:

— Enable Email Notification Support. Click this option to enable email notifications from
the XStack Storage.

— From Address. Enter an IP address, email address, or other meaningful entry that
identifies the XStack Storage as the source of the email.

— To Address. Enter the email address where notifications are to be sent. This can be an
individual email address or a distribution list.

— SMTP Server. Enter the IP address of the mail server through which email notifications
from the XStack Storage will be routed.

— SMTP Port. Enter the SMTP port on which the mail server will be listening for email alerts
from the XStack Storage (default is 25).

4. Click OK.
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5.3  Managing the XStack Storage Unit
The following steps summarize the procedures for configuring and managing storage on the
XStack Storage unit. For more information about a step, refer to the section show in the step.

1. Create one or more volumes on the disks attached to the XStack Storage unit. Refer to
Section 5.3.1.

Create one or more iSCSI initiator nodes. Refer to Section 5.3.2.
Modify the LAG settings, if desired. Refer to Section 5.3.3
Create one or more network portals. Refer to Section 5.3.4.
Create one or more iSCSI target nodes. Refer to Section 5.3.5.

Perform an iSCSI log on to the iSCSI initiator. Refer to Section 5.3.6.

N o~ w DN

At the end of your session, shut down the XStack Storage management console and Storage
Controller. Refer to Sections 5.7.2 and 5.7.3.

5.3.1 Working with Volumes

The following sections describe how to create, modify, expand, and delete volumes. They also
describe how to perform a perform parity and media scans on a volume.

53.1.1  Creating a Volume

Adding volumes defines what volumes are accessible through the target. Using the XStack Storage
management console, you can create volumes automatically or manually.

m  The automatic method provides the fastest way to create volumes. This method provides a
Create Volume Wizard that lets you create a volume step-by-step using a series of friendly
screens. For more information, refer to Section 5.3.1.1.1.

= The manual method provides greater flexibility than the automatic method, allowing you to
customize and fine-tune volumes. For more information, refer to Section 5.3.1.1.2.
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5.3.1.1.1 Creating Volumes Automatically

To create volumes automatically with the Create Volume Wizard, use the following procedure. As
you create volumes, record the information in Table D-1 on page 162.

1. In the Logical Resources tab, click Blade A Base Pool.

2. Perform one of the following steps in the Logical Resources tab:

—  Click the Create Volume button on the toolbar:

— On the Storage menu, click Create Volume.

— Right-click Blade A Base Pool and click Create Volume:

Any of these steps starts the Create Volume Wizard and displays the Select Volume Type to
Create screen (see Figure 5-12).

4 yolume Wizard x|

Volume Wizard

Select Volume Type to Create

- L
D-Link -
Pleaze enter the volume name, volume size

Parme ||
Size | IGB LI
Dt Redundancy " Mone € Party (" Mirror

[ewt = | Cancel | Hela |

Copyright & 2002-2005, by iStor Metwoarks Inc.

Figure 5-12 Volume Wizard Screen — Select Volume Type to Create Screen
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Complete the fields in the screen:

— Name. Enter the name of the volume you are creating.

— Size. Enter the size of the volume you are creating. Do not type a decimal point. Use the
drop-down box to select the volume capacity:

cg x| B bytes

B KB kilobytes

KE
MB megabytes
GB gigabytes
B terabytes

All volumes must be at least 1 MB in size.

— Data Redundancy. Select whether the volume will have no data redundancy or parity or
mirror redundancy. For an explanation of these selections, refer to Chapter 2.

Click the Next button. The Access and Efficiency Settings screen appears (see Figure 5-13).

£ Yolume Wizard

Volume Wizard

Access and Efficiency Settings

D-Link

The Access Bandwidth YWeight is an indication from a client of bandwidth prioritization .
Yalues are O0=Don't Care to 10="Yery mportant. Storage Efficiency Hint iz an indication of
the importance placed on storage space efficiency by the client. Walues are 0=Don't
Care to 10=%ery Impartant. & Volume might choose different RAID levels based on this
hint.

|
Access Bandwidth YWeight ||
0 a 10

|
Storage Efficiency Hint |
S 10

Copyright 2 2002-2005, by iStor Metworks Ing,

- Back |

Cancel | Help |

Figure 5-13 Volume Wizard Screen — Access and Efficiency Settings Screen
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5. Use the slider bars to select the access bandwidth and storage efficiency (if displayed)
desired for this volume. The values allowed for each ranges from 0-10. Their meaning, and
usage is as follows:

— Access Bandwidth Weight: This setting is a measure of how much bandwidth the volume
will use (i.e., how much initiator I/0 activity can be expected for the volume). A large
number indicates more 1/0. It also means the Administrator wants the initiators to
achieve fast access to the volume, compared to the other volumes stored on the XStack
Storage unit. A large value causes the XStack Storage unit to choose a larger number of
stripe members. The method used by the XStack Storage unit to select the organization
and number of members is described in Table 5-1.

Table 5-1. Volume Organization and Members Based on Redundancy and Access Bandwidth Weight

Redundancy Access Bandwidth Weight Value
0 1 Large Values

None JBOD organization (1 member) Stripe organization with 2 Stripe organization with more members
members

Mirror Mirror organization (2 members) Stripe Mirror organization with 2 Stripe Mirror organization with more
stripe members stripe members

Parity Parity organization with at least 3 | In combination with the Storage Efficiency Hint, this selects Parity

members organization with more members

In the Stripe Mirror organization, there are always two members for each
stripe member to allow for the duplicate copy of the data.

— Storage Efficiency Hint: When Parity is selected for Data Redundancy, this additional
setting allows the Administrator to further tailor the XStack Storage’s selection of the
member count. A large value tells the XStack Storage unit that the Administrator wants
to use disk space more efficiently (i.e., use less space for redundancy data). As a result,
a large value for this hint requests a larger number of members (which costs less space
for parity overhead).

Both Access Bandwidth Weight and Storage Efficiency Hint can be left at their default
settings of 5. These settings produce good volume organizations for each redundancy
setting that use some, but not for all XStack Storage’s drive resources.

If you change the default value for either setting, the number of members chosen for the
volume depends on the number of drives available at the time the volume is created.
Small settings tend to use a small number of members. As the setting values increase, the
number of members will increase slowly. When the values reach their maximum, the
XStack Storage unit will use all possible drives in the volume’s pool and the Available
Pool for a volume. (The spare count is the only limit to the number of drives that can be
obtained from the available pool.)
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If you selected None or Mirror for Data Redundancy, the Access and
Efficiency Settings screen contains only the Access Bandwidth Weight
setting.

6. Click the Finish button. The main screen reappears and the volume you created appears
under Blade A Base Pool in the Logical Resources tab.

A plus sign appears next to Blade A Base Pool. Click it to see the volume you
created.

5.3.1.1.2 Creating Volumes Manually

You use the Manual Create Volume Wizard to create volumes manually. The following steps
describe this procedure. As you create volumes, record the information in Table D-1 on page 162.

1. In the Logical Resources tab, click the plus sign next to Blade A Base Pool. All drives
available for volume creation appear under Blade A Base Pool.

2. In the Logical Resources tab, click the plus sign next to Available Pool.

3. If drives to be used for this volume are not already in the Blade A Base Pool, those drives
need to be moved to that Pool. To do this, drag one of the desired drives from Available Pool
to Blade A Base Pool. Repeat this step for each additional drive that you want included in
the volume.

4. In the Logical Resources tab, click Blade A Base Pool.

5. Perform one of the following steps in the Logical Resources tab:

—  Click the Manual Create Volume button on the toolbar:

[

Mariz. .

— On the Storage menu, click Manual Create Volume.

The Manual Create Volume Wizard launches and the Select Volume Type to Create screen
appears (see Figure 5-14).
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4. Manual Create Yolume Wizard . ﬂ

Manual Create Volume Wizard

Select Volume Type to Create
D.Llnk Fleasze enter the volume name, the strip size, and the RAID configuration for the wolune.

Marne ||

Size I IGB LI
Configuration I LI
Chunk Size |1 ME LI

Mext [= Cancel | Help |

Copyright & 2002-2005, by iStor Metworks Inc.

Figure 5-14 Manual Create Volume Wizard - Select Volume Type to Create Screen

6. Complete the fields in the screen:
— Name. Enter the name of the volume you are creating.

— Size. Enter the size of the volume you are creating. Do not type a decimal point. Use the
drop-down box to select the volume capacity:

B = bytes
KB =  kilobytes

MB = megabytes
GB = gigabytes

TB = terabytes

— Configuration. Select the desired organization:

Configuration I E
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Table 2-2 defines the volume organizations.

— Chunk Size. Select the size of each chunk from one of the commonly used chunk sizes
shown:

1ME -]
32K

BaK

128K

256K

512K

2B

If you selected JBOD or Mirror as your configuration setting, the Chunk Size
setting is gray and unavailable.

7. Click the Next button. The Select the Drives screen appears (see Figure 5-15).

£ Manual Create Yolume Wizard |

Manhual Create Volume Wizard

Select the drives
D.Llnk Choose the drives from which the vaolurne will be allocsted.

Dirive I Capacity | % Litilization
Drrive 0 27907 GB  [0.093 %
: Add [
Drive 1 27905 GBE 0.093 %

Drive 2 27905 GE 0093 %

Drive 3 279.03 B 0.093 % 4 Remove |

- Back | Firizh |

Help |

Copyright & 2002-2005, by iStor Metvworks Inc.

Figure 5-15 Manual Create Volume Wizard - Select the Drives Screen
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8. In the left box, select the drives from which the volume will be allocated, then click the Add
button. Observe the following guidelines when selecting drives:

JBOD volumes support a minimum of 1 drive and can span across additional drives if the
capacity required exceeds that which a single drive can provide.

Stripe Mirror volumes support an even number of drives, from 4 to 16.
Parity volumes support 3 to 16 drives.

Mirror and striped volumes support 2 to 16 drives.

You can select more than one drive in the left box:

= To select contiguous drives in the left box, click the first
drive; then hold down the Shift key and click the last drive.
All drives between the first and last drives are selected.

m  To select noncontiguous drives in the left box, click the first
drive; then hold down the Ctrl key and click each additional
drive you want to select.

m  To remove the selection from a drive in the left box, hold
down the Ctrl key and click the drive.

If you want to remove a drive from the right box, click the drive in the right
box and click Remove to return the drive to the left box.

9. Click the Finish button. The main screen reappears and the volume you created appears
under Blade A Base Pool in the Logical Resources tab. The drives that make up your volume
appear in the main display.

If you select an unacceptable configuration, the Finish button remains gray
and unavailable until you correct the configuration. Examples of
unacceptable configurations are selecting an odd number of drives for a
Stripe Mirror configuration, selecting 1 or 2 drives for a parity volume, and
selecting 1 drive for a Mirror configuration.

If you specify a volume larger than the selected drives can support, an error
message appears after you click the Finish button. Click OK to remove the
message, then repeat this procedure and specify a smaller volume.
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53.1.2

5.3.1.3

Reconfiguring Volumes

There may be times when you need to reconfigure a volume. For example, you may want to
expand a volume to add capacity or delete volumes that are no longer used. To reconfigure a
volume, use the following procedure.

1.
2.

In the Logical Resources tab, click the volume you want to reconfigure.

Perform one of the following steps:
— On the Storage menu, click Reconfig Volume.
— Press the right mouse button and click Reconfig Volume.

Either step starts the Auto Create Volume Wizard and displays the Select Volume Type to
Create screen (see Figure 5-12).

Review the settings in the displayed screen and change them as necessary. If you need help,
refer to Section 5.3.1.1.2.

Click the Finish button.

Expanding a Volume

There may be times when you want to add capacity to a volume. In these cases, you can expand
a volume to increase to add more physical capacity.

To expand a volume, use the following procedure.

1.
2.

In the Logical Resources tab, click the volume whose capacity you want to expand.

On the Storage menu, click Expand Volume. The Expand Volume appears (see Figure 5-16).

= Expand ¥olume X

Expand Volume

Adiust the new size for the volume

Currert Size 200.0 GB

New Size  |200.0GE

d
200 400 600 a00 1000

OK | cancel | Helg |

Figure 5-16 Expand Volume Dialog Box
Use the New Size slide bar to increase the size of the volume.

Click OK. The message in Figure 5-17 appears.
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Information |

@ Expand Yalumne started

Figure 5-17 Expand Volume Message

5. Click OK to remove the message.

If the selected volume cannot support the size you specified, an error
message appears. If this occurs, specify a smaller size.

5.3.1.4  Deleting Volumes

If you no longer need a volume, use the following procedure to delete it.

You cannot delete a volume on a target node that has an active iSCSI
connection. Target nodes with an active iSCSI connection have a plus sign in
front of their name (the name is prefaced with naa followed by a string of
numbers and letters). If the volume you want to delete has an iSCSI
connection, log out of the target node and then delete the volume on that
target node.

1. In the Logical Resources tab, click the volume you want to delete.
2. Perform one of the following steps:
— On the Storage menu, click Delete Volume.

—  Press the right mouse button and click Delete Volume.
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Either step displays the message in Figure 5-18.

Delete Yolume Confirmation x|

@ Do you really wank to delete this volume?
: Mo |

Figure 5-18 Delete Volume Confirmation Message

3. Click Yes to delete the volume. (Or click No to keep the volume.) If you clicked Yes, the
message in Figure 5-19 appears.

Information x|

@ Delete volume success

Figure 5-19 Successful Volume Deletion Message

4. Click OK to remove the message.
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5.3.1.5  Performing a Parity Scan on a Volume

Using the XStack Storage management console, you can scan a parity volume for errors. This task
reads every block in the volume to ensure that parity is correct. If parity errors are found, this
task corrects the errors.

To perform a parity scan on a volume, use the following procedure.
1. Click the volume on which you want to perform the parity scan.

2. Perform one of the following steps:
— On the Storage menu, click Parity Scan.

— Right-click and click Parity Scan

Physical Resources  Logical Rezources

1 Unuzahle Collection
| Blade & Baze Pool

Reconfig
9 Dy Deleke Yalume

Farity Scan

F ' Media Scan
o d Avalak Eenand volume

F-Target Resol ;
Febuild Yalume
IJ:'I—NetWDrk

Either step starts the scan operation and displays the message in Figure 5-20.

Information x|

@ Scan successhully started

Figure 5-20 Scan Successfully Started Message

3. Click OK to remove the message.

After you start a parity scan task, you can use the Tasks Info screen to view the progress of the
scan operation (refer to Section 6.2.3.2).
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53.1.6  Performing a Media Scan on a Volume

Using the XStack Storage management console, you can scan a JBOD, stripe, stripe mirror, or
stripe mirror media volume for errors. This task reads every block in the volume looking for
errors as described for Media Scan to ensure that the media is correct. If media errors are found,
this task corrects the errors.

To perform a media scan on a volume, use the following procedure.
1. Click the volume on which you want to perform the media scan.

2. Perform one of the following steps:
— On the Storage menu, click Media Scan.

— Right-click and click Media Scan

Physical Resources  Logicsl Resources
-
Unuzakle Collection

gi { Blade & Baze Pool

[ :
Reconfi
e | -
A0 =l Delete Yolume
= Difite Parity Scan
Media Scan
| Expand volume
(2 | Febuwild Yalume
[.EI—.E Ciris

Information

@ Scan successfully started

Figure 5-21 Scan Successfully Started Message

3. Click OK to remove the message.

After you start a media scan task, you can use the Tasks Info screen to view the progress of the
scan operation (refer to Section 6.2.3.2).
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5.3.2 Adding iSCSI Initiators
The following procedure describes how to add iSCSI initiators. Adding initiators defines what
initiators have access to the target. You add iSCSI initiators by running the Add Initiator Wizard.
1. Perform one of the following steps in the Logical Resources tab:
— Click Initiator Resources. Then, on the iSCSI menu, click Add Initiator.

— Right-click Initiator Resources and click Add Initiator.

Either step starts the Add Initiator Wizard and displays the Create Initiator screen (see Figure
5-22).

X
Create |nitiator

Pleaze enter the Initistor name, and CHAP secret

Initistor Mame ||

Passwoard: I

Confirm Passwword I

Ok | Cancel | Helg |

Figure 5-22 Add Initiator Wizard — Create Initiator Screen

2. Complete the fields in the screen:

— Initiator Name. Enter the name of the iSCSI initiator you are creating. This name must
exactly match the name defined for the iSCSI initiator to which the XStack Storage unit
will connect; otherwise, the connection will fail.

— Password (optional). To use Challenge Handshake Authentication Protocol (CHAP)
authentication when connecting to an iSCSI target, type the password that will be used
during mutual CHAP authentication when an initiator authenticates a target. For
security, each typed character appears as an asterisk (*).

— Confirm password. If you typed a password, retype the same one in this field. For
security, each typed character appears as an asterisk (*).

3. Click the OK button. The main screen reappears and the iSCSI initiator you created appears
under Initiator Resources in the Logical Resources tab.
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After you add initiators, you can monitor their status using the Initiator
Access Info screen (refer to Section 6.3.3), Initiator Information screen
(refer to Section 6.4.1), and LUN Map Information screen (refer to Section
6.4.2).

5.3.3  Working with LAGS and VLANS

The XStack Storage unit manages the data ports on the enclosure's back panel using the concept
of LAG ports. In a simple configuration, a LAG port associates a single Ethernet port (i.e., a
physical data port) with a network portal that defines an IP address. The LAG port is the entity
that ties an IP address to a data port. Link Aggregation is a way to combine (or “aggregate’)
multiple data ports in parallel to act as a single logical connection with increased bandwidth, and
the XStack Storage unit can do this, too.

Combining two or more data ports increases the overall bandwidth capability between the XStack
Storage unit and your SAN, and creates resilient and redundant links. These capabilities make the
XStack Storage unit ideal for demanding applications that run in high-performance environments,
such as servers in enterprises, Web servers, and intranet servers gain from the high-bandwidth
capabilities of link aggregation.

The following list summarizes the key benefits of LAGs.

m Improved performance - Combining the capacity of multiple interfaces into one logical link
improves performance because the capacity of an aggregated link is higher than each
individual link alone.

m Intermediate data rates - Link aggregation provides intermediate data rate levels between
the standard network data rates of 10 Mbps, 100 Mbps, and 1000 Mbps, ideal when an
intermediate performance level is more appropriate (such as in environments where a factor
of 10 increase may be overkill).

m Increased availability - If a link within a LAG fails or is replaced, the traffic is not disrupted
and communication is maintained (even though the available bandwidth is reduced).

m Load sharing - Traffic is distributed across multiple links, minimizing the probability that a
single link be overwhelmed.

Figure 5-23 shows an example of a LAG created between the XStack Storage unit
and a Gigabit Ethernet switch. In this example, multiple workgroups are joined to form one high-
speed aggregated link. In this figure, the XStack Storage unit is connected to a Gigabit Ethernet
switch using four 1000 Mbps links. If one link fails between the XStack Storage unit and the
switch, the other links in the LAG take over the traffic and the connection is maintained. This
configuration reduces the number of ports available for connection to external devices.
Aggregation thus implies a trade-off between port usage and additional bandwidth for a given
device pair.
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Figure 5-23 Example of Link Aggregation between the XStack Storage and a Gigabit Ethernet Switch

5.33.1  Creating LAGS and VLANs
By default, each physical data port on the XStack Storage corresponds to a LAG. For example:
m  The default number of LAGs for the XStack Storage DSN-3200 is eight.
m  The default number of LAGs for the XStack Storage DSN-3400 is one.
By default, each data port corresponds to the LAG port of the same number. For example, the
first LAG port (LAG 08000000) corresponds to Ethernet port 0 and to data port 0 on the
enclosure's back panel. Similarly, LAG 08000003 corresponds to Ethernet port 3 and to physical
data port 3.
Using the following procedure, you can change this mapping so that a LAG consists of more than
one physical port, depending on the requirements of the network (i.e., the more ports in the
LAG, the more bandwidth and more redundancy that is available). When you create LAGs, you
can indicate whether the LAG is to support a virtual LAN (VLAN). All XStack Storage models
support eight VLANs, one for each IP address. As you create LAGs, record the information in
Table D-3 on page 166.
1. In the Logical Resources tab, click the plus sign next to Target Resources.
2. Click the plus sigh next to Network Entities.
3. Click LAG Resources.
4. Perform one of the following steps:

— On the Network menu, click Create LAG.
— Right-click and click Create LAG.
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etwork Entities
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oL Create LAG
S LAG 08000001
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S LAG 08000003
o LAG 08000004
2 L aG 0s00000s
S L aG 08000008

Either step starts the Create Link Aggregation Group Wizard and displays the LAG Parameters
screen (see Figure 5-29).

4 Create Link Aggregation Group Wizard 5[

Create Link Aggregation Group Wizard

LAG Parameters
D-Illnk Set the parameters for the new LAG port

MTU Size |

Ethernet Encapsulation I ll
WVLAN Supparted [ Enable

Auto Megotistion [~ Enakle

Mext [ | Cancel | Help |

Coprgright @ 2002-2005, by iStor Metworks Inc.

Figure 5-24 Create Link Aggregation Group Wizard - LAG Parameters Screen

Complete the fields in the screen:
— MTU Size. This is a read-only field.

— Ethernet Encapsulation. Select the Ethernet frame type to be used for fetching packets
from upper-layer protocols, and placing header and footer information around the data
before it traverses the network. The choices are Ethernet CSMA/CD and IEEE 802.3ad.

— Ethernet CSMA/CD selects Ethernet_ll framing.
— |EEE 802.3ad selects Ethernet_802.3 framing.

— VLAN Supported. Check this box if you want the LAG to support a Virtual Network
(VLAN).

— Auto Negotiation. This option is unavailable.

Click the Next button. The Add/Delete Ethernet Ports screen appears (see Figure 5-25).
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£ Create Link Aggregation Group Wizard x|

Create Link Aggregation Group Wizard

Add/Delete Ethernet Ports

- ol
D.Illnk Please select Ethernet ports
Ethernet 0 =] B

Ethernet 1
Ethernet 2
Ethernet 3 Add [
Ethernet 4
Ethernet 2
Ethernet 6
Ethernet ¥

4 Remove

=" Back | Cancel | Help |

Figure 5-25 Create Link Aggregation Group Wizard - Add/Delete Ethernet Ports Screen

Copryright @ 2002-2005, by iStor Metwworks he.

7. To add Ethernet ports, select one or more ports in the left box and click Add to move them
to the right box.

8. To remove one or more Ethernet ports, select them in the right box and click Remove to
move it to the left box.

9. When you finish adding Ethernet ports, click the Finish button.

After you create LAGs, you can monitor their status using the LAG Port Info
screen (refer to Section 6.3.4).
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5.3.3.2

Modifying LAG Parameters

There may be times when you need to modify LAG parameters. Using the XStack Storage
management console, you can view the Maximum Transmission Unit (MTU) size and requested
speed. As you modify LAG parameters, record the information in Table D-3 on page 166.

To modify LAG parameters, use the following procedure.
1. In the Logical Resources tab, click the LAG whose parameters you want to change.

2. Perform one of the following steps:
— On the Network menu, click Modify LAG Parameters.
— Right-click and click Modify LAG Parameters.

['—:I—Target Resources

I=HMetwark Ertities
'ﬁﬁ- rias G001 21 5004k 42000
ﬁ%, L&AG Resources

Ao
oo

O Las o
_ﬁ% LA O Delete LAG

—ﬁ%, LAG O Resel Statiskics

—aga LAG O Configure Physical Port
—ds LAG O

Create Mebwork Portal

Madify L&G Parameters

— Either step displays the Modify LAG Parameters screen appears (see Figure 5-26).

Modify LAG Paramé:!f_ x|
L& Parameters

MTL Size |1 500
Requested Speedl.&.utn Detect | ™ I

Ok Cancel | Help |

Figure 5-26 Modify Lag Parameters Dialog Box

3. Complete the fields in the dialog box:

— MTU Size. This value specifies the maximum size of a packet that can be transferred in
one frame over a network.

— Requested Speed. This value indicates the requested speed for transmitting and sending
packets. For the XStack Storage4 and XStack DSN-3200, the choices are Auto Detect, 100
Mbps, and 10 Mbps. For the XStack DSN-3400, the only choice is 10GB.

4. Click OK.
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5.3.3.3  Adding or Deleting Physical Ports in a LAG

There may be times when you want to add physical ports to or delete physical ports from a LAG.
The following steps describe this procedure. As you add or remove physical ports, record the
information in Table D-3 on page 166.

1. In the Logical Resources tab, click a LAG whose physical port you want to configure.

2. On the Network menu, click Config Physical Port. The Add/Remove Ethernet Ports for LAG
Wizard starts and the Add/Delete Ethernet Ports screen appears (see Figure 5-27).

4 Add/Remove Ethernet Ports For LAG Wizard ﬂ

Add/Remove Ethernet Ports For LAG Wizard

Add/Delete Ethernet Ports

- &
D.Illnk Pleasze zelect Ethernet ports
Ethrret 0 & 2

Ethernet 1
Ethernet 2
Ethernet 3 add [
Ethernet 4
Ethernet 5
Ethernet &
Ethernet ¥

BB Remove

Finizh Cancel | Help |

Copyright & 2002-2005, by iStor Metworks Inc.

Figure 5-27 Add/Remove Ethernet Ports for LAG Wizard - Add/Delete Ethernet Ports screen

3. To add Ethernet ports, select one or more ports in the left box and click Add to move them
to the right box.

4. To remove one or more Ethernet ports, select them in the right box and click Remove to
move it to the left box.

5. When you finish adding Ethernet ports, click the Finish button.
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5334

Deleting LAGs

If you no longer need a LAG, use the following procedure to delete it.

A warning message does not appear before you delete a LAG. Therefore, be

sure you do not need the LAG before you delete it.

1. In the Logical Resources tab, click the LAG you want to delete.

2. Perform one of the following steps:

— On the Storage menu, click Delete LAG.
— Right-click and click Delete LAG.

E-Target Resources

[=HHetwork Entities
% naa 6001 215004kt 2000
,5,%, LAG Resources

[+]

— S
— 2L
— 2L
—
-
L L

Create Mebwork Portal

Modify LAG Parameters

Delete LAG

Reset statistics

Configure Physical Park

Either step deletes the selected LAG.
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5.3.4  Working with Network Portals

This section describes how to work with network portals. The network portal is the physical
Ethernet port attached to the host. Before you create a network portal, ascertain the IP address
of the iSCSI initiator because the initiator and network portal must have different IP addresses,
yet reside on the same subnet. For more information about IP addresses and subnets, refer to
Appendix E.

5.3.4.1  Ascertaining the IP Address of the iSCSI Initiator
The following procedure describes how to obtain the IP address of the iSCSI initiator using the
Windows Command Prompt window.
1. Click the Start button, point to Programs, point to Accessories, and click Command Prompt.
A Command Prompt window opens.
2. Type ipconfig and press Enter.
3. Find the IP address of the iSCSI initiator and write it on a piece of paper (you will need to
refer to it later in this procedure).
4. Type exit and press Enter to close the Command Prompt window.
5.3.4.2  Creating Network Portals
The following procedure describes how to create network portals. As you create network portals,
record the information in Table D-4 on page 168.
1. In the Logical Resources tab, click the plus sign next to Target Resources.
2. Click the plus sigh next to Network Entities.
3. Click the plus sign next to LAG Resources.
4. Under LAG Resources, click a LAG.
5. Perform one of the following steps:
— On the Network menu, click Create Network Portal.
— In the Logical Resources tab, right-click a LAG and click Create Network Port.
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Either step starts the Create Network Portal Wizard and displays the Set the IP Address
screen (see Figure 5-28).

4 Create Network Portal Wizard ) ﬂ

Create Network Portal Wizard

Set the IP Address
D.Illnk Pleaze enter the [P address, et mask for the Metwork Portal

The %LAMN D iz optional
rIPAddressAndyLAN

P Address |

Subrnet sk |

Firiizty | Cancel | Help |

Copyright & 2002-2005, by iStor Metworks Inc.

Figure 5-28 Create Network Portal Wizard - Set the IP Address Screen

3. Complete the fields in the screen:

— IP Address. Enter the IP address for the network portal. The IP address must be a unique
address that is different than the management port and on the same subnet as the iSCSI
initiator. For more information, refer to Appendix E.

— Subnet mask. Enter a subnet mask for the network portal or press the Tab key to
automatically set the default subnet mask to 255.255.255.0.

4. Click the Finish button.
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After you create network portals, you can monitor their status using the
Portals Information screen (refer to Section 6.3.5).

5.3.4.3  Modifying Network Portal Parameters
There may be times when you need to change the IP address or subnet mask for a network
portal. To modify a network portal’s configuration settings, use the following procedure.
1. Delete the network portal following the steps outlined in section 5.3.4.4
2. Create a new network portal with the desired IP address and subnet mask as outlined in
section 5.3.4.2.
5.3.44  Deleting Network Portals
If you no longer need a network portal, use the following procedure to delete it.
A warning message does not appear before you delete a network portal.
Therefore, be sure you do not need the network portal before you delete it.
1. In the Logical Resources tab, click the network portal you want to delete.
2. Perform one of the following steps to delete the network portal:
— On the Network menu, click Delete Network Portal.
— Right-click and click Delete Network Portal.
IJ:'I—,g,%, L& Resources
— 5 | G 08000000
— 5 | G 08000001
E- LAG 03000003
[
etwork Portal
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5.3.5 Creating iSCSI Target Nodes

After you create one or more volumes, iSCSI initiators, and LAGs, you have all the prerequisites
to create an iSCSI target node. As you create iSCSI target nodes, record the information in Table
D-5 on page 170.

To create an iSCSI target node, use the following procedure.

1.
2.

In the Logical Resources tab, click Target Resources or Network Entities.

Perform one of the following steps:
— On the iSCSI menu, click Create iSCSI Target Node.
— Right-click and click Create iSCSI Target Node.

Target Resources

Wiew Manual Rouke

Either step starts the Create iSCSI Node Wizard and displays the Enter iSCSI Node Information
screen (see Figure 5-29).

4. Create iSCSI Node Wizard : x|

Create iSCSI| Node Wizard

Enter iSCSI Node Information
D.I‘ink Pleaze enter the aliaz of the iISCSl node

SCS! Node Alias [

[~ Enable CHAP Secret

Mext [~ | Cancel | Help |

Copyright @ 2002-20035, by iStar Metworks Inc.

Figure 5-29 Create iSCSI Node Wizard - Enter iSCSI Node Information Screen

3. Complete the fields in the screen:

— iSCSI Node Alias (optional). An alias string can also be associated with an iSCSI node. The
alias lets an organization associate a user-friendly string with the iSCSI name.

— Enable CHAP Secret (optional). To use CHAP authentication when connecting to an iSCSI
target, check this box to enable the CHAP secret. Then, in the CHAP Secret field (see
Figure 5-30), type the password that will be used by the target to authenticate an
initiator.
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The CHAP secret is case sensitive. For security, each typed character in the
CHAP secret appears as an asterisk (*). If you decide not to specify a CHAP
secret now, you can do so in the future using the Set CHAP Secret command
in the iSCSI menu (refer to Section 5.3.5.1).

£ (Create iSCSI Node Wizard x|

Create iSCSI| Node Wizard

~ Enter iSCSI Node Information
D.I‘ink Pleaze erter the aliss of the ISCS node

ISCSl Mode Aliaz ILibrary

IV Enable CHAP Secret

CHAF Secret |

et [ | Cancel | Helg |

Copyright ® 2002-2005, by iStor Netwoarks Inc.,

Figure 5-30 Create iSCSI Node Wizard - Enter iSCSI Node Information Screen with CHAP Secret Field Shown

4. Click Next. The Configure iSCSI Node Parameters screen appears (see Figure 5-31).

& Create iSCSI Node Wizard x|

Create iSCSI| Node Wizard

2 Configure iSCSI Node Parameters
D-Link

Please configure iSC3l Mode Parameters

Session Settings | Connection Settingsl
Seszsion Values

First Burst Length |1 B384 * I Mz Outstanding R2T |1
Defautt Time To Wit |2 fax Cohhections |1

Default Time To Retain ID Immediate Data IFalse i I

-7 Back | Next[“‘ Cancel | Help |

Copyright @ 2002-2005, by iStor Metwoarks Inc.

Figure 5-31 Create iSCSI Node Wizard - Configure iSCSI Node Parameters Screen
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5. Accept the default settings in the Session Settings and Connection Settings tabs and click
Next. The Modify iSCSI Network Portal screen appears (see Figure 5-32).

£ Create iSCSI Node Wizard i x|

Create iSCSI Node Wizard

Modify iISCSI| Network Portal
D-Illnk Please select netwaork portals
192.168.2.1 =] -]
add
< Remove
d| =
- Back | Cancel | Help |

Copyright @ 2002-2005, by iStor Metworks Inc.

Figure 5-32 Create iSCSI Node Wizard — iSCSI Network Portal Screen

6. The left box lists all of the iSCSI network portals that you created. Click the iSCSI network
portal(s) in this list that are allowed to access the volumes through the iSCSI initiator that

you will select.

7. Click Add to move the selected iSCSI network portal(s) to the right box.

If you want to remove an iSCSI network portal from the right box, click the
iSCSI network portal in the right box and click Remove to return the iSCSI
network portal to the left box.

8. Click Next. The initiators list screen appears (see Figure 5-33).
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4 Create iSCST Node Wizard ) x|

Create ISCSI Node Wizard

Initiators List
D.Illnk Pleaze =elect the initiators
dlink | [
add [P
d Remove
= d|
- Back | et [ | Cancel | Help |

Copyright @ 2002-2005, by iStor Metwaorks Ihe,

Figure 5-33 Create iSCSI Node Wizard - Initiator List Screen

9. The left box lists all the iSCSI initiators you have defined. Click the iSCSI initiator(s) in this

list that are allowed to access the volumes through the target network portals whose IP
addresses you selected in the previous screen.

10. Click Add to move the selected iSCSI initiator(s) to the right box.

If you want to remove an iSCSI initiator from the right box, click the iSCSI
initiator in the right box and click Remove to return the iSCSI initiator to the
left box.

11. Click Next. The Volume Access Right screen appears (see Figure 5-34).
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& Create iSCSI Node Wizard X

Create iSCSI Node Wizard

Volume Access Right
D-Llnk Plezse select the LUM nutnber and access mode for the volume

SANWVOLT Yaolume Mame | LUN Murmber Access Mode

Add [ |
[N |

4 Rem...

- Back | Finish i|  Cancel | Help |

Copyright & 2002-2005, by iStor Metweorks I,

Figure 5-34. Create iSCSI Node Wizard - Volume Access Right Screen

12. The left box lists all the volumes you have created. Click a volume in this list, then click Add
to move the selected volume to the right box.

You can select more than one volume in the left box:

m To select contiguous volumes in the left box, click the first
volume; then hold down the Shift key and click the last
volume. All volumes between the first and last volumes are
selected.

= To select noncontiguous volumes in the left box, click the
first volume; then hold down the Ctrl key and click each
additional volume you want to select.

= To remove the selection from a volume in the left box, hold
down the Ctrl key and click the volume.

If you want to remove a volume from the right box, click the volume in the
right box and click Remove to return the volume to the left box.

10. Click Finish.
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5.35.1  Changing the CHAP Secret

When you created an iSCSI target node, you could specify an optional CHAP secret. If desired,

you can change the CHAP secret using the following procedure. If you change the CHAP secret,
record the information in Table D-5 on page 170.

1. Click a network entity (prefaced by naa) in the Logical Resources tab.

2. On the iSCSI menu, click Change CHAP Secret. The Set CHAP Secret dialog box appears (see
Figure 5-35).

X|
Set CHAP Secret

Flease enter the secret

CHAP Secret [

Canfirm CHAP Secret |

il | Cancel | Help |

Figure 5-35. Set CHAP Secret Dialog Box
3. Complete the fields in the dialog box:
— CHAP Secret. Enter the CHAP secret.
— Confirm CHAP Secret. Enter the same CHAP secret.

The CHAP secret is case sensitive. For security, each typed character in
CHAP Secret and Confirm CHAP Secret appears as an asterisk (*).

4. Click OK.
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5.3.6  Logging on to the iSCSI Initiator Computer

After you create a volume (Section 5.2.3), an iSCSI initiator (Section 5.3.2), a network portal
(Section 5.3.4), and an iSCSI target nodes (Section 5.3.3), use the following procedure to log on
to the Microsoft iSCSI initiator.

1. Connect the appropriate XStack Storage Ethernet port to the NIC in the iSCSI initiator
computer using an Ethernet RJ-45 cable.

2. Start the Microsoft iSCSI initiator application:

When Microsoft iSCSI Initiator starts, the iSCSI Initiator Properties dialog box appears.
3. Click the Discovery tab.
4. Click Add to add a target portal. The Add Target Portal dialog box appears.

5. Enter the IP address of the target network portal that this iSCSI initiator will use to access
the requested volumes.

6. Click OK. The IP address you entered (192.168.1.115 in the example in Figure 5-36)
appears in the Discovery tab.

ﬂ
General Discovery |Talgets| PersistentTargetsI Bound VDIumestevicesI
— Target Portals
Addiess Fort Adapter IF Address

1921681115 3260 Default Default

Add Remove Refrezh |

—i5MS Servers
Mame |
Add | Hemove | Refresh |

(] I Cancel | Apply |

Figure 5-36. Discovery Tab on the iSCSI Initiator Properties Dialog Box
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6. Click the Targets tab (see Figure 5-37). Notice that the iSCSI initiator software lists the
target node name. It found this name after you entered the IP address or DNS name of the
iSCSI target node.

i5CSI Initiator Properties ﬂ

General I Discovery T argets | Perzsistent T argets I Bound Yolumes/Devices I
Select a target and click Log On to access the storage devices for_ that

target. Click details to zee information about the seszions, connections and
devices for that target.

Targets:

Mame Status

Dretailz | Log On... | Fiefrezh |

QK I Cancel | Apply |

Figure 5-37. Targets Tab on the iSCSI Initiator Properties Dialog Box
7. Click Log On to display the Log On To Target dialog box (see Figure 5-38).

Log On to Target 5[

Targek name:

[ automatically restore this connection when the system boots

[ Enable mulki-path

& COnily select this option if iSCSI multi-path software is already installed
on your compuker,

Advanced... | Ok I Cancel

Figure 5-38. Log on to Target Dialog Box

8. To connect to the iSCSI target node, click OK.

If desired, click Programs > Administrative Tools > Computer Management and verify that the
disk you have configured is shown in the Computer Management screen. In Figure 5-, Disk 2 was
added through the XStack Storage management console. You can also right-click over the new
drive and click Create Partition from the right-click menu to create a partition on the drive. For
more information, refer to your Windows documentation.
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Figure 5-40. Example of Disks Shown in the Computer Management Screen
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5.3.7 Changing the iSCSI Port Number

The iSCSI port number is the TCP/IP port number on which the iSCSI target is listening. The
standard port number for iSCSI is 3260, but some targets may allow the port number to be
customized. To change the iSCSI port number, use the following procedure.

1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:

— On the File menu, click Change iSCSI Port Number.

Right-click and click Change iSCSI Port Number.

Physical Resources |

Set Default Task Priority:
Set Cache Mode

Flush Cache
| Configure IS Client

Shutdown System

Restart System

Aktempt to Bind

| xStack Storage Date and Time
—  Enable 55L

1 Set oIl and Inguiry Data
Configure Qut of Band Port

Change iSCSI Port Mumber

Canfigure System i5MS

Modify Syskem TCPYIP Settings
Set Spare Counk

Configure Disk Line

Set System Battery Policy

Either step displays the Modify iSCSI Port dialog box, with the current iSCSI port number
shown (see Figure 5-39).

Maodify iSCST Pork x|

@ Please enter the new i5CSI pork

(0] 4 I Cancell

Figure 5-39. Modify iSCSI Port Dialog Box
2. Enter a new value for the iSCSI port.

3. Click OK.
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5.3.8 Setting the Default Task Priority

You can set the default task priority to specify whether background tasks receive a high or low
priority. By default, the default task priority provides for minimum impact on the foreground
applications performed by the XStack Storage unit. However, you can change this setting if
desired. For example, you may want to specify a higher default task priority for time-critical
tasks such as backups.

unit will spend more resources performing tasks and fewer resources
performing 170 for its initiators, potentially decreasing its performance (as
observed from the initiators). If you want to change the priority of a single
critical task, you can change the priority of that task without changing all
tasks.

é % By changing the default task priority to a high priority, the XStack Storage

To set the default task priority, use the following procedure.

1. On the File menu, click Set Default Task Priority. The Set Default Task Priority dialog box
appears, with the current setting shown (see Figure 5-40).

Set Default Task Prioriby x|

rDefault Priority

i
|

0,8 Cancel Helg

Figure 5-40. Set Default Task Priority Dialog Box

2. Use the slider switch to specify the default priority level (0 = highest priority, 10 = lowest
priority).

3. Click OK.
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5.3.9 Adding, Viewing, and Deleting IP Route Tables

Routing is the process of deciding the disposition of each incoming and outbound packet that the
XStack Storage handles. Using the XStack Storage management console, you can view the XStack
Storage’s routing table.

If a route being used encounters problems, you can use the XStack Storage management console
to add route tables. Adding a route is also useful if you discover a quick alternative route to the
destination. You can also use the XStack Storage management console to delete routes.

To add, view, and delete IP route tables, use the following procedure.

1. On the View menu, click View Manual Route. The View Route Table appears, with the
current route tables shown (see Figure 5-41).

Yiew Route Table x|
AddDeleteModify Route Entry
Metwark Destination | Metmask | Gateway | Interface | Metric I
192 168 56.0 |55 255 2550 [ |ethil o |
O | Al | Delete |

Figure 5-41. View Route Table

2. To add a route to the routing table, click the Add button. Then, when the dialog box in
Figure 5-42 appears, complete the fields and click OK. As you add route entries, record the
information in Table D-6 on page 172.

Destination. Enter the IP address of the destination for this route.

Netmask. Enter the netmask (also known as a subnet mask) associated with the network
destination or press the Tab key to automatically set the default subnet mask to
255.255.255.0. Because of the relationship between the destination and the subnet
mask in defining routes, the destination cannot be more specific than its corresponding
subnet mask. In other words, there cannot be a bit set to 1 in the destination if the
corresponding bit in the subnet mask is a 0.

Gateway. Specifies the forwarding or next hop IP address over which the set of addresses
defined by the network destination and subnet mask are reachable. For locally attached
subnet routes, the gateway address is the IP address assigned to the interface that is
attached to the subnet. For remote routes, available across one or more routers, the
gateway address is a directly reachable IP address that is assigned to a neighboring
router.

104

Chapter 5  Configuring the XStack Storage



— Metric. Specifies an integer cost metric (from 1 to 9999) for the route, which is used
when choosing among multiple routes in the routing table that most closely match the
destination address of a packet being forwarded. The route with the lowest metric is
chosen. The metric can reflect the number of hops, the speed of the path, path
reliability, path throughput, or administrative properties.

x|
Destination | 0
Metmask |
Gatewnay |
QK. | Cancel |

Figure 5-42. Adding a Route Table

3. To delete a route, click the route in the View Route Table and click the Delete button.

A warning message does not appear before you delete a route. Therefore, be
sure you do not need the route before you delete it.
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5.3.10 Modifying System TCP/IP Settings

You can use the XStack Storage management console to view and change the system’s TCP/IP
settings.

To modify the system TCP/IP settings, use the following procedure.
1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:

— On the File menu, click Modify System TCP/IP Settings.

Right-click and click Modify System TCP/IP Settings.

Physical Resources |

Set Default Task Priority
_9 Set Cache Mode

_9 Flust Cache

&3 Gonfigure iSE Client

_9 Shutdaven Syskem

Restart System
W
_'i { Attemptto Bind
Wi xStack Storage Dake and Time

W Enablesst
W st omand Inquity Data

- Configure Out of Band Pork
Change iSCS1 Port Number

Configure Systenm Sk

Modify System TCPIP Settings

Set Spate Count
Configure Disk Line

Set System Battery Policy

Either step displays the Modify System TCP/IP Settings dialog box appears, with the current
setting shown (see Figure 5-43).

Modify System TCP/IP Settings il

Max Segment Size

Windowy Scale

TCP Timestarnp Enabled Falze W

Titne Ta Live (TTL)
PMTU Enabled True hd

Upper Layer Counter Reset Falze W

(024 | Cancel

Figure 5-43. Modify System TCP/IP Settings Dialog Box
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Complete the fields in the dialog box:

Max Segment Size. This option indicates the maximum size TCP segment that can be
accepted on a TCP/IP connection when the connection is established.

Window Scale. This option lets you use large windows during TCP/IP connections. On
fast, high-bandwidth networks, a large TCP window provides greater efficiency by
allowing for a greater amount of unacknowledged data.

TCP Timestamp Enabled. This option causes the receiving computer to send a time-
stamp reply back to the originating computer. Systems can use time-stamp requests and
replies to measure the transmission speed of datagrams on a network.

Time to Live (TTL). This option specifies the default time to live (TTL) value for IP
packets generated by the Windows TCP/IP stack.

PMTU Enabled. Enabling this option allows the XStack Storage to automatically adapt its
packet size. Disabling this option makes the system keep its default packet size (576
bytes), even when it receives an ICMP request asking it to change its packet size.
Disabling this option can render some remote systems unreachable, because if
intermediate systems on the path to the remote system cannot support the default
packet size, the XStack Storage will ignore their requests to make the packets smaller.

Upper Layer Counter Reset. This option resets the TCP/IP upper layer counters.
Resetting the counters simplifies the ability to look at the counters for an accurate
percentage of packets sent or received.

Click OK.
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5.3.11 Setting the Spare Count

You can specify the number of spares available to the XStack Storage unit. A spare is a drive that
is present in the system but normally unused until another drive fails, at which time the drive is
automatically substituted for the failed drive. For more information about the spare count, refer
to Section 2.5.

To set the spare count, use the following procedure.
1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:

— On the File menu, click Set Spare Count.

Right-click and click Set Spare Count.

Physical Resources |

Set Default Task Priority
Set Cache Mode

Flush Sache

—E&  Configure i5NS Cliert

=

[
T &

Shutdown System

Restart System

Attempt to Bind

%Skack Storage Date and Time
Enable 35L

Set QI and Inguiry Data
Configure Out of Band Port
Change iSCSI Port Mumber
Configure System (SHS

Modify Systerm TCP/IP Settings

cenaia’

Set Spare Count

Configure sk Line
Set System Batkery Policy

Either step displays the Set Spare Count dialog box appears, with the current setting shown
(see Figure 5-44).

Set Spare Count x|

@ Please enter the number of spare count
(0] 4 I Cancel |

Figure 5-44. Set Spare Count Dialog Box
3. Enter a value that corresponds to the number of drives.

4. Click OK.
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5.3.12 Creating Scheduled Tasks

You can use the XStack Storage management console to set up tasks that you want the Storage
Controller to perform, such as performing parity or media scans. When you create a task, you can
specify the day and time when the task is to be performed and whether the task will repeat
(recur). As you create scheduled tasks, record the information in Table D-7 on page 174.

To create scheduled tasks, use the following procedure.

1. On the View menu, click Create Task. The Scheduled Task Wizard launches and the Volume
and Operation screen appears (see Figure 5-45).

4 Scheduled Task Wizard B x|

Scheduled Task Wizard

Volume and Operation
D-Link
o ln Fleaze zelect the volume, the operation, and the interval for this task
Object. | |
Operation: I LI
rPerformn this task:
" Daily  Waekly " Morthly % Once
hlext [ | Cancel | Help I

Copyright @ 2002-2005, by iStor Metworks Ine.

Figure 5-45. Scheduled Task Wizard — Volume and Operation

2. Complete the fields in the screen:
— Operation Name. Enter a name for the task you are creating.
— Object. Select the volume on which the scheduled task will be performed.
— Operation. Select the task that is to be performed.

— Perform this task. Select how often the scheduled task is to be performed.

3. Click Next. The Select Date and Time screen appears (see Figure 5-46).
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£ scheduled Task Wizard i ﬂ

Scheduled Task Wizard

Select Time and Date
- s
D.I‘lnk Select the time and date you want vour task to start

~Date and Time

Start time 11:12 AM =
Start date May 2006
1 a g s @
T 68 9 10 11 12 13

14 15 16 17 18 19 20
2 2 Ele s om ow
26 29 30 31

2= % = =m

- Back |

Cancel | Help |

Copryright & 2002-2005, by iStor Metworks Inc.

Figure 5-46. Scheduled Task Wizard — Select Date and Time Screen

4. Complete the fields in the screen:
— Start time. Use the controls to specify the time when the scheduled task is to start.

— Start date. Use the calendar to select the date when the scheduled task is to start. You
can use the controls below the calendar to move to the previous year, previous month,
next month, or next year.

5. Click Finish.

After you schedule a task, you can use the Tasks Info screen to view the task status (refer to
Chapter 6).
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5.3.13 Setting the System Battery Policy

The XStack Storage unit can accommodate an optional battery pack (refer to Section 0). Using
the XStack Storage management console, you can specify a battery policy that defines the action
that the XStack Storage unit is to perform if the battery fails.

To set the system battery policy, use the following procedure.
1. Click the XStack Storage icon at the top of the Physical Resources tab.

2. Perform one of the following steps:

— On the File menu, click Set System Battery Policy.

Right-click and click Set System Battery Policy.

Fhysical Resources |

Set Default Task Priority
Set Cache Mode

Flush Cacke

Canfigure (5ME Client

Shutdown System

Restart Systermn

Abtempt bo Bind

x3tack Storage Date and Time
Enable 55L

Set 010 and Inguiry. Dats
Zonfigure Cuk of Band Pork
Zhange i3C31 Port Mumber
Configure System iShS

Modify Swstem TCPJIP Settings
Sek Spare Counk

4 P P P P B 0 O

Ganfigure misk Line

Either step displays the Battery Policy dialog box appears, with the current setting shown
(see Figure 5-47). The icon at the top of the dialog box provides a color-coded indication of
the XStack Storage battery status.
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4. Battery Policy x|

Eattery is installed and fully charged. g

If the battery fails, the xStack Storage should:

i jghore the status of the battery and do nothing ;
(I have a UPZ)

- Stop buffering W in cache, and write directly to disk.

" Prevent gy reads from or swrites to volumes.
[Zafest Choice)

Ok Cancel

Figure 5-47. Battery Policy Dialog Box

3. Select the appropriate setting that the XStack Storage unit should use if the battery fails. The
choices are:

— Ignore the status of the battery and do nothing. Use this setting if you will be operating
the XStack Storage from AC power with an uninterruptible power supply.

— Stop buffering I/0 in cache, and directly write data to disk. Use this setting if you want
to write to disk all 1/0 buffered in cache memory in the event of a battery failure.

If the XStack Storage unit is operating from an uninterruptible power supply
(UPS) and the UPS fails, there may not be sufficient time to write all the
buffered I/0 to disk. This can result In lost or unintelligible data.

— Prevent any reads from or writes to volumes. This setting prevents all read and write
operations from occurring if the battery fails.

4. Click OK.
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5.3.14 Saving the Event Log

The event log tracks the XStack Storage informational, warning, and error messages (refer to
Section 6.1.2). Using the XStack Storage management console, you can save the event log as an
unformatted text file to a user-specified folder.

To save the event log, use the following procedure.
1. Be sure the Physical Resources tab is the active tab.

2. On the View menu, click Save Event Log Messages. The Open dialog box appears (see Figure
5-48).

[-open x|

Look in: ID Desktop j I‘::F

(L1 BLD_1_0_0_402 B pROZKKP exe
@ HyperTerminal Private Edition

9] imagedGi2680_192_10-21-2005 Jog
1] imaged(GX280_192_10-22-2005 Jog
[1#] imagedGX280_192_10-23-2005 Jog
1] imagedGX280_192_10-26-2005 Jag
9] imagedGH260_192_10-31-2005 Jog
9] imagedG260_192_11-01-2005 Jog
1] imaged(G)x260_192_11-03-2005 Jag
1] imagedGX280_192_11-04-2005 Jog
1] imagedGX280_192_11-08-2005 Jag
9] imagedG260_192_11-09-2005 Jog
™ iscsl-2 0-x86ire exe

3 Microsoft iSCS) Intistor

File name: || ﬂl
Files of type: IA" Files LI Cancel |

Figure 5-48. Open Dialog Box

3. Using the Open dialog box, navigate to the location where you want the event log text file to
reside.

4. In the File name field, enter a name for the event log text file.

5. Click OK.
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5.4

Managing User Accounts

Before a user can access the XStack Storage management console, a user account must be set up
for the user. When you set up a user account, you can specify whether the user can manage
storage and/or add users and define their permissions. For more information, refer to Section
5.4.1.

A user account must be set up for each user who wants to access the XStack Storage management
console. The user account consists of the following:

= A unique user name and password.

m  Determine whether a user can manage storage and/or add or edit user accounts.

Initially, the XStack Storage unit comes with a single user account called admin. By default, the
admin user has permission to manage storage and add and edit user accounts. The admin account
cannot be deleted unless at least one additional account created has been created with admin
and add/edit user privileges; in this case, the admin account can be deleted. However, if you
lose the password for the new account, you will have to return your XStack Storage to the factory
for resetting.

When the admin user sets up a user account, he can specify whether the other user accounts can
also manage storage and add/edit user accounts. These two permissions operate independently,
so the admin could, for example:

= Permit a user account to manage storage, without being able to add or edit user accounts.

m  Permit a user account to add or edit other user accounts, without being able to manage
storage.

m  Prevent a user account from managing storage and adding and editing user accounts. With
this setting, the user can only view information on the XStack Storage management console
screens. The user would not be able to change any settings on the screens.
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54.1 Setting Up User Accounts

To set up user accounts, use the following procedure.
1. Be sure the Physical Resources tab is the active tab.

2. On the View menu, click User Accounts. The User Accounts screen appears, with a list of the
user accounts that have been defined (see Figure 5-49).

user accounts x|
| User Mame | Manage Storage | AdcEdit Users durlel e
2dmn | I | v Delete User
Close

Figure 5-49. User Accounts Screen

3. Click the Add User button. The Add New User dialog box appears (see Figure 5-50).

x

Uzernarme; Il

Pazsyword; I

Confirm password: I

[ Ao to manage storage.

[ &llow to manage user accounts.

Ok Cancel | Helg |

Figure 5-50. Add New User Dialog Box

3. Complete the fields in the dialog box:
— Username. Enter the name of the user whose account you are creating.

— Password. Enter the password for this user account. This is the case-sensitive password
the user must specify when logging in to the XStack Storage management console.

— Confirm password. Retype the same case-sensitive password you typed in the Password
field.
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For security, each typed character in Password and Confirm password
appears as an asterisk (*).

— Allow to manage storage. Check this option if you want this user to be able to manage
storage on the XStack Storage.

— Allow to manage user accounts. Check this option if you want this user to be able to
define and modify user accounts.

If you do not check Allow to manage storage and Allow to manage user
accounts, the user will be able to view the XStack Storage management
console screens, but will not be able to change storage settings or
add/modify user accounts.

4. Click OK. The user you defined appears in the User Accounts screen.

5. Click the Close button to exit the User Accounts screen.

5.4.2 Deleting User Accounts

If you no longer need a user account, use the following procedure to delete it.

1. On the View menu, click User Accounts. The User Accounts screen appears, with a list of the
user accounts that have been defined (see Figure 5-49 on page 115).

2. Click the user whose account you want to delete, then click the Delete User button.

3. When a precautionary message asks whether you want to delete the user account, click Yes.
The selected user account is deleted from the Use Accounts screen.
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55 Performing Cache Activities

The XStack Storage unit contains cache memory for storing 1/0 activity and data. The File menu
provides options for setting the cache mode and flushing cache contents.

55.1 Setting Cache Mode

The XStack Storage unit is capable of caching write operations. Write-back caching saves the
system from performing many unnecessary write cycles to the system RAM, which can lead to
noticeably faster execution. However, when write-back caching is used, writes to cached
memory locations are only placed in cache and the data is not written to the disks until the
cache is flushed. When caching is disabled, all read and write operations directly access the
physical disks. By default, write-back cache mode is always enabled and cannot be disabled.
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5.6 Managing XStack Storage Configurations
The XStack Storage management console provides options for saving and restoring the XStack
Storage configuration. You can also return the XStack Storage unit to its factory-default settings.
5.6.1 Saving the XStack Storage Configuration

To save the current XStack Storage configuration, use the following procedure.

1. On the File menu, click Save XStack Storage Configuration. The Save XStack Storage
Configuration dialog box appears (see Figure 5-51).

£ cave uStack Storage Configuration

] x|
Savein: I[:I Wy Documents LI IfF

@ My Pictures
saved config 052206 gof

File riame: || Satve |
Files of type: IResiore x*Stack Storage Configuration (.gcf) LI Cancel |

Figure 5-51. Save XStack Storage Dialog Box

2. Navigate to the location where you want to save the configuration.
3. In the File name field, type a name for the configuration.

4. Click the Save button.
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5.6.2 Restoring the XStack Storage Configuration

If you used the procedure in Section 5.6.1 to save the XStack Storage configuration, you can use
the following procedure to restore the saved configuration.

1. On the File menu, click Restore XStack Storage Configuration. The Restore XStack Storage
Configuration dialog box appears (see Figure 5-52).

) =]
Laak ir: I[:I hly Documents LI I‘j‘

@ My Fictures
saved config 052206 gof

i. Restore xStack Storage Configuration

File natme: I Open |
Files of type: IxStac:k Starage Configuration Files (.gof) ;I Cancel |

Figure 5-52. Restore XStack Storage Configuration Dialog Box

2. Locate the configuration file whose settings you want to load, then select the file and click
the Open button. The message in Figure 5-53 appears.

s#Stack Storage |

@ Restore xStack Storage Configuration may require a restart of the xStack Storage |

Proceed with Restare Configuration?
T |

Figure 5-53. Configuration Restore Message

3. Click Yes to restore the configuration. (Or click No to keep the current configuration.) If you
clicked Yes the XStack Storage restarts and loads the selected configuration.
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5.6.3 Restoring Factory Defaults

To return the XStack Storage to its factory-default settings, use the following procedure.

When you return to the factory-default settings, the XStack Storage IP port
reverts to 192.168.1.1.

1. On the File menu, click Restore Factory Defaults. The message in Figure 5-54 appears.

HStack Storage x|

@ Restore Factory Defaulks may require a reskart of the xStack Storage |
Proceed with Restore Factory Defaulks?

Figure 5-54. Restore Factory Defaults Message

2. Click Yes to restore the factory-default settings. (Or click No to keep the current
configuration.) If you clicked Yes, another dialog box asks whether you want to keep the
current management port configuration settings. Click Yes to keep them and proceed, No to
revert to the default management port settings and proceed (refer to Section 5.2.1), or
Cancel to cancel the operation. If you clicked Yes or No, the XStack Storage loads the
factory-default settings (including those for the management port if you clicked Yes) and the
message in Figure 5-55 appears.

x|

@ Restore to Fackory Defaulks succeeded
Restart the xStack Storage now,

Figure 5-55. Restore to Factory Defaults Succeeded Message

3. Click OK to restart the XStack Storage with the factory-default settings.
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5.7 Restarting and Shutting down the XStack Storage

5.7.1 Restarting the XStack Storage

To restart the XStack Storage, use the following procedure.

1.
2.

Log off from all iSCSI initiators.

Click the XStack Storage icon at the top of the Physical Resources tab.

Perform one of the following steps:

On the File menu, click Restart System.

Right-click and click Restart System.

Fhyzical Rezources |

LITITTTITTTTTY

e

~OFrault Task Priority
Set Cache Mode
Flush Cache
Configure iShS Elient

Shutdown Syskem

Restart System

Abtempt ko Bind

*Stack Storage Date and Time
Enable 551

Set Gl and | Inguicy Data
Configure Out of Band Port,
Change i5Z31 Port Mumber

Configure System s

Madify System TCPSIP Settings
Set Spare Counk

Configure Disk Line

Set System Battery Policy

Either step displays a message that asks whether you are sure you want to restart the system.

Click Yes to restart the system (or click No to keep the system running). If you clicked Yes,
your management console session ends and the XStack Storage is restarted. You can then use
the log in procedure in Section 5.1 to log into the XStack Storage management console.
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5.7.2  Shutting Down the XStack Storage Management Console

To shut down the XStack Storage management console, use the following procedure.
1. Click the Physical Resources tab.

2. Perform one of the following steps:
— On the File menu, click Exit.

— Click the Close control on the title bar.

5.7.3 Shutting Down the XStack Storage

At the end of your session, use the following procedure to shut down the XStack Storage
management console. When you shut down the XStack Storage, the unit powers off
automatically.

1. Log off from all initiators.
2. Click the XStack Storage icon at the top of the Physical Resources tab.

3. Perform one of the following steps:
— On the File menu, click System Shutdown.

— Right-click and click System Shutdown.

Phyzical Resources I

= ﬁ Set Default Task Priority
L Set Cache Mode

I FlushCache

M Configure 5MS Client

Shukdow skem

Restart System
L Bktempt to Bind
3 %35tack Storage Date and Time
I Enable 35L

Set OI0 and [nguirsy: Data
Configure Out of Band Port
Change i5CSI Pork Mumber
Configure System i5Hs

Modify Swstem TCPJIP Settings
Set Spare Counk

Configure Disk Line

Set Swstem Battery Policy

Either step displays a message that asks whether you are sure you want to shut down the
system.

4. Click Yes to shut down the system (or click No to keep the system running). If you clicked
Yes, your management console session ends and the XStack Storage is powered off.
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Chapter 6 Monitoring the XStack Storage

The XStack Storage management console can display a number of screens in the main area for
viewing system and storage information. This chapter shows and describes the screens. Some
screens are available from either the Logical Resources or Physical Resources tab. Other screens
are available from both tabs.

m  XStack Storage Screens (Physical Resources tabs)
— Viewing enclosure information — refer to Section 6.1.1.
— Viewing log messages — refer to Section 6.1.2.
— Viewing information about tasks — refer to Section 6.1.3.
— Viewing CIM server information — refer to Section 6.1.4.

— Viewing firmware image information — refer to Section 6.1.5.

m Blade A Base Pool Screens (Logical Resources tab)
— Viewing information about the storage pool — refer to Section 6.2.1.
— Viewing information about tasks — refer to Section 6.2.2.
— Viewing information about volumes — refer to Section 6.2.3.

— Viewing information about drives — refer to Section 6.2.4.

m  Network Entities Screens (Logical Resources tab)
— Viewing information about iSCSI target nodes — refer to Section 6.3.1.
— Viewing volume access information — refer to Section 6.3.2.
— Viewing iSCSI initiator access information — refer to Section 6.3.3.
— Viewing information about LAG ports — refer to Section 6.3.4.
— Viewing information about network portals — refer to Section 6.3.5.
— Viewing information about an iSCSI connection — refer to Section 6.3.6.
= |nitiator Resource Screens (Logical Resources tab)
— Viewing information about iSCSI initiators — refer to Section 6.4.1.
— Viewing LUN access information — refer to Section 6.4.2.
m Drive Screens (Physical Resources tab)
— Viewing information about drives — refer to Section 6.2.4.
m  Ethernet Port Screens (Physical Resources tab)

— Viewing information about Ethernet ports — refer to Section 6.5.
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6.1 XStack Storage Screens

When the top XStack Storage icon is selected in the Physical Resources tab, the main display area
can show the following screens with information about:

m  The XStack Storage enclosure. Refer to Section 6.1.1.
= Log messages. Refer to Section 6.1.2.

m  Tasks information. Refer to Section 6.1.3.

= CIM Server information. Refer to Section 6.1.4.

m  Firmware image information. Refer to Section 6.1.5.

6.1.1 Viewing Enclosure Information

When the top XStack Storage icon is selected in the Physical Resources tab, you can use the
Enclosure Information screen to view information about the XStack Storage enclosure (see Figure
6-1).

This screen is divided into three areas:

m  Message Log Summary. The Message Log Summary summarizes the current error, warning,
and information messages in the event log. To enhance visibility, the three message types are
color coded.

— Error messages are red and indicate something unexpected has occurred that may be a
serious problem.

— Warning messages are yellow. Warning messages indicate that something appeared wrong
but has been corrected. They also provide notification about things that may be expected
but are of particular interest.

— Informational messages are green. Informational messages contain information about steps
performed, detected version information, and miscellaneous messages.

For more information about a message, go to the Log Messages screen (refer to Section 6.1.2).

m  System Settings. The Systems Settings show the spare count, disk line mode, and default BT
priority settings.

m  TCP/IP Default Parameters. The TCP/IP Default Parameters show the maximum IP
segmentation, TCP window scale, TCP timestamp, and PMTU enabled settings.
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wStack Storage Management Console |- |1|

File Wiew Storage Metwork  Help

L D-Link

Physical Resources | Logical Resuurcssl ) Enclosure Information | F Loy Messagesl Tasks Into | CIM Server Info | Firmevare Image Info

Sl xStack Storage
9 Drive 1

9 Drive 2 Meszage Log Suttrar
3 brive 3
[T Ethernet 0 Error 0
W Ethernet 1
W Ethernet 2
W Ethernet 3
W Ethernet 4 .
W Etnermet 5 Information 274
W Ethernst 6
W Ethernet 7 System Setting:
Spare Count 1]
Disk Line Macle Dizable

Detautt BT Priority 5

TCPAP Default P

Max IP Segmetation 8960
TCPWindow Scale a
TCP Timestamp false

PMTU Enabled true

Figure 6-1. Enclosure Information Screen
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6.1.2 Viewing Log Messages

When the top XStack Storage icon is selected in the Physical Resources tab, you can use the Log
Messages screen to view the entries in the event log (see Figure 6-2).

wuStack Storage Management Console

File ‘View Storaos  Metwork  Help

=18l x|

(@)

Creat...

D-Link

Physical Resources I Logical Resourcesl

xStack Storsge

W Ethernet 6
W Ethernet 7

0 Enclosure Information d Loy Messages I Tasks Info I CIM Server Info | Firmware Image Info

i1

Timestamp Categary Event D Sequence 1D Message Summary
LB . |02:54:35 May 22, 2006 Management ManagedObject 1. |202 SystemSettingsinstance received this iIScsiSettings data
LB . |02:54:35 May 22, 2006 Management ManagedObject .. 201 SystemSettingsinstance recelved this Cortroller data
LD .|02:54:38 May 22, 2006 Managemert ManagedObject | |200 SystemSettingsinstance received this iComplex data
| P .|D2:54:36 May 22, 2006 Management ManagedObject |...[199 SystemSettingsinstance received this MetworkOutbandPart data
P ..|02:54:07 May 22, 2006 Metwiark LAG Port Status ...[198 LAG Port 0, Operational Status UP
b .[02:54:07 May 22, 2006 ‘System RCP Sequence 197 Standalone Startup Completed
b .[02:54:07 May 22, 2006 System RCP Sequence 196 Operation Completed
1 54:07 May 22, 2006 System General message (195 RCP sequence completed.
1 54:07 May 22, 2006 System Text Information 194 Al has entered NORMAL operational mocde
1§ ..[02:54:07 hiay 22, 2006 Systemn Text Information 193 Al haz entered FINISH PENDING WORK, operational mods
|0 ..[02:54:07 hiay 22, 2006 System RCP Sequence 192 Metwork Enable THIS
| ¥ ..[02:54:06 hiay 22, 2006 Metwork Link Speed Event 191 Physical Port 0, Current Speed, 1Ghps
| B ..[02:54:06 hisy 22, 2006 Metwork Link Event 190 Physical Port 7, Current Status, Link DChy
| ¥ ..[02:54:06 hiay 22, 2006 MNetwaork Link Event 159 Physical Port 8, Current Status, Link DChy
| ¥ ..[02:54:06 hiay 22, 2006 MNetwaork Link Event 188 Physical Port 5, Current Status, Link DChyN
P .. |02:54:06 May 22, 2006 MNetwaork Link Event 187 Physical Port 4, Current Status, Link DChyN
P .. |02:54:06 May 22, 2006 Metweark Link Event 186 Physical Port 3, Current Status, Link DChy
P .. |02:54:06 May 22, 2006 Metweark Link Event 185 Physical Port 2, Current Status, Link DCh
1P . |02:54:06 May 22, 2006 Metwork Link Event 184 Physical Port 1, Current Status, Link DCh
1P . |02:54:06 May 22, 2006 Metwork Link Event 183 Physical Port 0, Current Status, Link UP
LB . |02:54:06 May 22, 2006 Systetn RCP Sequence 182 ISCSI Enable THIS
LB . |02:54:06 May 22, 2006 ISNS ICS MSG Sent 181 Client_Contig Response Message
LB . |02:54:06 May 22, 2006 ISNS ICS MSG Rovd 180 Client_Contig Request Message
1P .|02:54:06 May 22, 2006 Metwork TCP Txlscsilsn... 179 Tx Listener Open Rsp to iSCSI
1P .|02:54:06 May 22, 2006 Metwiork TCP RxLsnOpen 175 Recieved listener open request, Iocal port: 3260 local IP: 0
P ..|02:54:06 May 22, 2006 System RCP Sequence 177 SCE| Enable THIS
¥ .[02:54:06 May 22, 2006 System RCP Sequence 176 Restart THIS Backoround Tasks
¥ .[02:54:06 May 22, 2006 System RCP Sequence 175 10 Manager Enable THIS
10 ..[02:54:06 May 22, 2006 System RCP Sequence 174 Cache Managers Enable THIS
|0 ..[02:54:06 hiay 22, 2006 Systemn RCP Sequence 173 Buildd System Storage Database
|0 ..[02:54:06 hisy 22, 2006 Network TCP RxMaACconfig (172 Rz MAC Cont started from 00:12:15:00:0eced
| 0 ..[02:54:06 hisy 22, 2006 Network TCP RxMACconfig (171 Rz MAC Conf started from 00:12:15:00:0eced

=Stack Storage

Figure 6-2. Log Messages Screen

The messages are color coded, making it easy to differentiate among informational, warning, and
error messages. The messages are time- and date-stamped, with the most recent entry appearing
at the top of the screen.

To obtain additional information about a message shown in the Log Messages screen, double-click
the message. A Log Message Details box appears, with detailed information about the message

(see Figure 6-3). The box also provides buttons for moving to the next or previous message in the
message log and an OK button for exiting.

You can save the event log entries as an unformatted text file to disk. For
more information, refer to Section 5.3.14.
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og Message Details x|
Severity |Waming
Time Stamp IWEd Mov 16 0:5:33:49 PST 2003
Category '\danagemem
Evert ID [warning Text
Seguence ID |1 E43
Message SUmmary IP Routes does not exist
Source ISMIS
Enclosure SN [ehassis 001-001
Cortroller Sh |3000000052300011
Cortroller Slot ID p
Instance Mutmber |J
Text IP Routes does not exist
File: CMAPENgine
Func deleteChbject
Line 3052

Ok | Previous | et | Help |

Figure 6-3. Example of a Log Messages Details Box
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6.1.3 Viewing XStack Storage Tasks

When the top XStack Storage icon is selected in the Physical Resources tab, you can use the Tasks

Info screen to view the XStack Storage tasks (see Figure 6-4). Examples of tasks include bad block
scan and volume initialization activities.

Each row of the Tasks Info screen corresponds to a task. The last column, Recurring, shows
whether the task is recurring and will repeat again in the future.

£ wstack Storage Management Consale

=181 x]

File Wew Storage Hetwork  Help

= D-Link

Physical Resources | Lacicel Resaurces | | @0 Encissure informetion | & Lo Messages. Tasks 110 | e Server nfa | Fimwere image nfo |

@

Pame I Ohject I Operation | Progress I Status I ECT | Recurting |
xStack Storage Task 000...[SANVOLA Parity Scan | @ completed  A02E10May 22,2008 | [ |

W Ethernet 1
[ Ethernet 2
W Ethernet 3
W Ethernet 4
W Ethernet 5
W Ethernet &
[ Ethernet 7

xStack Storage

Figure 6-4. Tasks Info Screen

To obtain additional information about a task shown in the Tasks Info screen, double-click the

task. A Task Message Details box appears, with detailed information about the task (see Figure
6-5).
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Task Message Details x|

Mame bad Block Scan
Operation bad Block Scan
Start Time IWed Mow 16 11:43:25 PST 2005

Estitnate Completion Time IWed Mov 16 12:11:50 PST 2005

Priarity IS

Status kompleted

Scheduled Start Time |

Interal I

Periodicity I

Figure 6-5. Example of a Task Message Details Box
If you right-click a task in the Tasks Info screen, a popup similar to the one in Figure 6-6 appears.
Depending on the options that are available, you can:
m  Set a priority for the selected task.
m  Suspend or resume the task.

m  Cancel the task to stop the current task from being performed. If the task is recurring, it will
start again automatically when scheduled.

m  Delete the task.
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nStack Storage Management Console = ﬂ
File ‘iew Starage [ebwork  Help

oy D-Link

Physical Resources | Logical Resuurcssl ﬁ Enclasure \nmrmaﬁnnl £ Log Messages  Tasks Infa | Cl Server \nml Firmwvare Inage Infnl

x5Stack Storage
—9 Drive 0
—9 Drive 1
2 Drive 2 Mame | Ohject | Cperation I Progress Status | ECT I Recurring I
79 Drive 3 | | [ ek Priotity | ‘ I ‘
[ Ethernet 0
W Ethernet 1 Suspend
W Ethernet 2 Restme
W Ethernet 3 Zanece| Task
W Ethemet 4 Delete Task
—[W Ethernet 5
—[W Ethernet 6
W Ethernet 7

Figure 6-6. Task Popup Menu
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6.1.4  Viewing Server CIM Information

When the top XStack Storage icon is selected in the Physical Resources tab, you can use the CIM
Server Info screen to view Storage Management Initiative (SMI) server and profile information (see
Figure 6-7). The SMI Server Information area has an Edit button you can click to change the SMI
server information if necessary.

£ uStack Storage Management Console =121 =]

File Wiew Storage [etwork  Help

L D-Link

Physical Resources | Logical Resour:esl 6 Enclosure Imfurmaﬁunl <& Log Msssagesl Tasks Info :CIM Server Info | Firmware Image Info

e

- SMI Server Information:
s —SM Server Information:
:?E?:"e ; 5 IP Sddress: 1921681 1

=gl
—'i Ethernet 1 SMI Server version 24
ﬂ :::::Ig HTTP Port: 5988
W Ethernet 4 Namespace: Irootsria
W Ethernet 5
W Ethernet & Edit
W Ethernet 7 . .

—Profile information

Main profile: SMIS Array Profile

Subprofile 1 SMIS Cluster Subprofile

Subprofile 2: SMIS Extra Capacity Sets Subprofile

Subprofile 3 SMIS Software Subprofile

Subprofile 4 SMIS Location Subprofile

Subprofile 5 SMIS Access Points Subprofile

Subprofile & SMIS Pool Manipulation, Capabilties & Settings Subprofile
Subprofile 7: SMIS Configuration - LUN creation Subprofile

Subprofile & SMIS LUN Mapping & Masking Subprofile

xStack Storage

Figure 6-7. CIM Server Info Screen
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6.1.5 Viewing Firmware Image Information

When the top XStack Storage icon is selected in the Physical Resources tab, you can use the
Firmware Image Info screen to view the currently active firmware image being used by the XStack
Storage (see Figure 6-8). This screen also shows other valid firmware images that have been used

with the XStack Storage.

For information about upgrading the XStack Storage firmware, refer to

Appendix B.

4 nstack Storage Management Console
File Miew Storsos  Metwork Help

=181x]

(@)

Creat

D-Link

Physical Resaurces | Logical Resuurcesl ﬂ Enclozure Imfarmatmnl & Lag Messagesl Tasks \mol Gl Sarver Info | Firmware Image Info ¢

El 2= g

S Firmware Version Information

3 Drive 2 hlame | Wersion I Date | Active Image

| Yalid Imege |

3 prive 3 iStor Firmwvare 1 [1203 04427 12008 [ o

W Ethernet 0 iStor Firmwvare 2 1114 |o3n 52008 |

—{W Ethernet 1
W Ethernet 2
W Ethernet 3
W Ethernet 4

W Ethernet 5

W Etherrnet 6
W Ethernet 7

xStack Storage

Figure 6-8. Firmware Image Info Screen
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6.2 Blade A Base Pool Screens
When Blade A Base Pool is selected in the Logical Resources tab, the main display area can show
the following screens with information about the storage pool:
m  Storage group information. Refer to Section 6.2.1.

m  Tasks information. Refer to Section 6.2.2.

You can also display the following screens by clicking the appropriate entity below Blade A Base
Pool:

= Volumes. Lets you view information about the volumes that make up the storage pool. Refer
to Section 6.2.3.

m  Drives. Lets you view information about the drives that make up the storage pool. Refer to
Section 6.2.4.
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6.2.1 Viewing Storage Pool Information

When Blade A Base Pool is selected in the Logical Resources tab, you can use the Storage Group
Information screen to view information about the storage pool (see Figure 6-9).

The top-left side of the screen shows the storage pool type, amount of free space, total capacity,
and number of drives. To the right of this information is a pie chart that provides a graphical
representation of the amount of used and unused (free) space in the storage pool. Used space is

shown in gray and unused space is shown in green.

Below this information are rows that correspond to the drives attached to the XStack Storage.

Each row corresponds to a separate drive and shows the drive’s:

Slot number

State (online, offline, etc.). For readability, the state is color coded (green = online, black =

offline.

Capacity

Utilization percentage

Allocation

£ uStack Storage Management Console

File View Skorage Mebwork 5051 Help

=181

0 B G|®

Crest... | Creat... | Manua..| Creat

D-Link

Physical Resources  Logical Resources |

6 Storage Group Information I Taszks Info I

i Unusable Collection
HE ol
L4 Awailable Pool
[=-Target Resources
Ehletwark Entties
Eké% LAG Resources
B | a5 0000000
AE, LG 03000001
A, LA 03000002
T, LA nA0n0ana
A2 LAG 03000004
A, L 03000005
AT LAG 08000006
S Lac 03000007
5.1‘ Inftistor Resources

Blade A Base Pool

rStorage Pool Sumtnar

Storage Usage Status

Pool Type Base Pool Srueed

Free Space 111519 GB

Total Capacity 1116.23 GB

Drives 4 Used

W Used W Unused
Slot Murmber State Capacity % Litilization Allocation

Drive 0 @ ONLINE 279.07 6B 0093 % [Active
Drive 1 o ONLIME 279.05 GB 0.093 % Bctive
Drive 2 @ ONLINE 279.05 6B 0083 % [Active
Drive 3 @ ONLINE 279.05 6B 0.083 % [Active

Blade & Base Poal

Figure 6-9. Storage Group Information
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6.2.2 Viewing Storage Pool Tasks

When Blade A Base Pool is selected in the Logical Resources tab, you can use the Tasks Info
screen to view tasks scheduled for the storage pool (see Figure 6-10). Examples of tasks include
media scan and drive initialization activities.

Each row of the Tasks Info screen corresponds to a task. The last column, Recurring, shows
whether the task is recurring and will repeat again in the future.

£ ystack Storage Management Console _|& 1‘
File Yiew Storage [Mebwork 5051 Help

- = -
O R|R|@ D-Link
Creat... | Crest... | Manuz... | Grest

Physical Resources Lugicalﬁesuur083| SANYOL1 Information  Tasks Info

1| Unusable Collection
Elade A Base Pool

(|
g g::x: 10 Marne | Ohject | Operation | Progress I Status I ECT I Recurring I
5 prive 2 ¥Stack Storage Task 000._[SANYOLT |Parity Scan [ @ completed  f04EAIMay 22,2006 | |

- Drive 3
0 Awvailable Pool

E-Target Resources
letwaork Entities
s, 5001 52900140 352000
4 LAG Resources
&5 LA 05000000
&5 LAG 05000001
&5 LAG 05000002
S5 LAG 05000003
S5 LA 03000004
S5 LAG 05000005
S, LAG 0A100006
= Lac osoo0o07
El—iji Infistor Resources

e I

SANYOL1

Figure 6-10. Tasks Info Screen

XStack Storage User’s Guide 135



To obtain additional information about a task shown in the Tasks Info screen, double-click the
task. A Task Message Details box appears, with detailed information about the task (see Figure

6-13).
Task Message Details x|
Marme bad Block Scan
Ciperation bad Elock Scan
Start Time IWed Mo 16 11:43:25 PST 2005

Estitnate Campletion Tirme IWed Mow 16 12:11:50 PST 2005

Priority IS

Status lCompIeted

e

Soheduled Start Time |

Interval I

Periodicity I

N P

Figure 6-11. Example of a Task Message Details Box
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6.2.3  Viewing Information about Volumes in the Blade A Base Pool

When a volume is selected under Blade A Base Pool in the Logical Resources tab, two screens are
available in the main display:

m  Volume information screen. Refer to Section 6.2.3.1.

m  Tasks Info screen. Refer to Section 6.2.3.2.

XStack Storage User’s Guide 137



6.2.3.1

Viewing Volume Information

When you click a volume under Blade A Base Pool, you can use the Volume Information screen to

view information about the selected volume.

The name of the volume appears in the tab. Figure 6-12, for example, shows
information for a volume named “SANVOL1.”

The Volume Information screen shows the following information (see Figure 6-12):

m  The volume’s durable name and size, volume status and cache status, volume type, storage

efficiency and storage bandwidth, and chunk size.

= A graphical representation of the drives associated with the volume.

= A LUN Map that shows the iSCSI target node(s), LUN Number(s), and Access Mode(s).

£ ustack Storage Management Console
File Yiew Storage [etwork §5CS0 Help

=131 x|

BN SN W

Creat Crest,.. | Manus... | Creat

D-Link

Physical Resources  Logical Resources |

SANYOLA Informsion | Tasks Info |

T | |

[J;; Unusable Collection
—1- 31 Blade & Base Pool

2 Drive 3
— 1] Avsilsble Pool
=Target Rezources
etweork Ertities
s 5001 5230046352000
as LAG Resources
B Lac ns000000
2 LaG 05000001
5 LAG 03000002
5 LAG 03000003
5 LAG 03000004
5 LAG 05000005
43 LA 05000005
B 435 LAG DB000007
EF“ Intiztor Resources

SANVOL1T Volume

|»

Durable Name:  60015E90004635344718496097EG423F

Size: T95.0 ME
State: ONLINE
Status: Healthy
Cache Status: Write Back

olume type: Parity

Storage Efficiency:
Storage Bandwicth:

Chunk Size:

10
10

1048576

Parity Iember 0

LUIM iz

Parity Mewher 1

Parity Iember 2

Parity Mewkher 3

Target Node

LLIM Mumber

| Access Made

naa 6001 523004k 36200000000000000000

|READANRITE

SANYOLT

Figure 6-12. Example of Volume Information for a Volume Named SANVOL1
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6.2.3.2  Viewing Volume Tasks

When you click a volume under Blade A Base Pool, you can use the Task Info screen to view tasks
assigned to the selected volume.

Each row of the Tasks Info screen corresponds to a task assigned to the volume. The information
shown for each task is (see Figure 6-13):

m  The task name

= The object (volume) assigned the task

m  The task (operation) that is to be performed
m  The progress of the task

m  The status of the task

m  The task’s estimated completion time (ECT)

m  Whether the task is recurring

£ wStack Storage Management Consale ;Iilil
File Yew Storage [efwork 5050 Help

B0 D-Link

Physical Resources  Logical ResuurCES| SANYOL1 Infarmation  Tasks nfo

g; Unusable Collection
=L 1] Blade & Ease Pool

(I
9 priesl Matne | Ohbject | Opetation | Progress I Status I ECT | Recurring |
& Diive 2 Stack Starage Task 000...[SANVOLT |Parity Scan | /@ Completed  [10:48:30May 22,2006 | [
- Drive 3
—L 3 Avaisble Pool
=-Target Resources
stwvork Entities
P} s, 500 5e900d45352001
EA LAG Resources
£ LG 03000000
S LG 08000001
T LAG 08000002
= LaG 08000003
2h LAG 08000004
5 LG 03000005
Af LAG 08000006
T, LAG 08000007
Ekili Intiztor Resources

| i

SANYOL1

Figure 6-13. Tasks Info Screen
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To obtain additional information about a task shown in the Tasks Info screen, double-click the
task. A Task Message Details box appears, with detailed information about the task (see Figure
6-14)

Task Message Details x|

Marne ln'rtialize
Qperation 'n'rtialize
Start Time ITue Moy 01 12:09:17 PET 2005

Estirmate Completion Time ITue Moy 01 121606 PST 2005

Priarity F

Status Funning

Scheduled Start Time |

Interval I

Periodicity I

Ok | Help |

Figure 6-14. Example of the Task Message Details Dialog Box
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6.2.4 Viewing Information about Drives in the Blade A Base Pool

When a drive is selected under Blade A Base Pool in the Logical Resources or when a drive is
selected on the Physical Resources tab, you can view information about the selected drive (see
Figure 6-15). This screen shows the following information about the selected drive:

= Drive number

= Vendor model

m  Physical capacity

m  State (for example, online or offline)
= Microcode level

4 pstack Storage Management Console ;Iilﬁl

File ‘“ew  Storage [detwork (5051 Help

(RS = D-Link
Crest. Crest: MaruE Crest..

Physical Resources  Logical Hesnurcasl Drive Infnrmaﬁﬂnl

[j]__'% Unusakle Collection B
=L ] Elade & Ease Pool i 1
o s Drive Information
Drive Mumber 13000000
wendarMacel: Maxtar 6% 300F0
_:‘_ Available Pool Serial Mumber: WEI131BG
E-Target Resources B : e
E-tletveork Ertizs b5
naa 6001 5e800c4b3E6200( State: ONLINE
&2 LAG Resources
28 LAG 08000000 Microcode: VAT11630

s LAG 05000001

7, LA 08000002

AL LAG 08000003

L 1aG 08000004

5, LAG 0A00000S

2 a6 05000006

) 3 LAG 03000007
El—“ Initistor Resources

W] ol

Crive 0

Lo |

Figure 6-15. Drive Information Screen
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6.3  Network Entities Screens
When a network entity is selected in the Logical Resources tab, the main display area can show
the following screens with information about the selected network entity:
m  Type Node Info. Refer to Section 6.3.1.
m  Volume Access Info. Refer to Section 6.3.2.

Initiator Access Info. Refer to Section 6.3.3.

Portals Info. Refer to Section 6.3.5.

6.3.1 Viewing Target Node Information

When a network entity is selected in the Logical Resources tab, you can use the Target Node Info
screen to view the session and connection parameters associated with the selected network
entity.

-=‘ xStack Storage Management Console = 5'5'
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Figure 6-16. Target Node Info Screen
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6.3.2 Viewing Volume Access Information

When a network entity is selected in the Logical Resources tab, you can use the Volume Access

Info screen to view LUN Map information for the volume associated with the selected network
entity.

£ wStack Storage Management Console =131 x|
Flle Yiew Storage Nebwork [SCSI Help
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Lyl LUN Map Information
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Q Drive 1 SANVOL1

- Drive 3
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Figure 6-17. Volume Access Info Screen
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6.3.3  Viewing Initiator Access Information

When a network entity is selected in the Logical Resources tab, you can use the Initiator Access

Info screen to view iSCSI initiator and access information associated with the selected network
entity.

£ ystack Storage Management Cansole _18] x|
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Figure 6-18. Initiator Access Info Screen
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6.3.4 Viewing LAG Port Information

When a LAG is selected in the Logical Resources tab, the main display shows the LAG Port Info
tab (see Figure 6-19). This tab is divided into the following sections:

m  LAG port information. This section shows the following information:
— LAG MAC port address
— Requested per-port speed
— Aggregate LAG speed
—  Link status
— Admin status
— Ethernet encapsulation
— VLAN support
— Auto negotiation
- MTU

m  Ethernet Port. This area shows the status of each Ethernet port associated with the LAG port.
To enhance viewing, online ports are shown in green. (In the example, LAG ports 0, 1, 2 and 3
have been trunked together)

m |P Address. This area shows the IP addresses and corresponding VLAN IDs, if any, associated
with the LAG port.
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Figure 6-19. LAG Port Info Screen

XStack Storage User’s Guide

145



6.3.5 Viewing Network Portal Information

When a network entity is selected in the Logical Resources tab, you can use the Portals Info
screen to view the IP address and port number associated with the selected network entity.
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Figure 6-20. Portals Info Screen
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6.3.6  Viewing Connection Information

If you select an iSCSI session in the Logical Resources tab, the main display shows the connection
parameters and session information for the selected connection (see Figure 6-21).
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Figure 6-21. iSCSI Connection Information Screen
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6.4 Initiator Resource Screens

When a network entity is selected in the Logical Resources tab, the main display area can show
the following tabs with information about the selected iSCSI initiator:
= |nitiator Info. Refer to Section 6.4.1.

m LUN Access Info. Refer to Section 6.4.2.

6.4.1 Viewing iSCSI Initiator Information

When an iSCSI initiator is selected in the Logical Resources tab, you can use the Initiator
Information screen to view information associated with the selected iSCSI initiator (see Figure
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Figure 6-22. Initiator Information Screen
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6.4.2 Viewing LUN Map Information

When an iSCSI initiator is selected in the Logical Resources tab, you can use the LUN Map

Information screen to view LUN Map information associated with the selected iSCSI initiator (see
Figure 6-23).
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Figure 6-23. LUN Map Information Screen
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6.5 Viewing Ethernet Port Information

When an Ethernet port is selected in the Physical Resources tab, the main display area shows the
physical port information for the selected Ethernet port (see Figure 6-24).
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Figure 6-24. Physical Port Information
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Appendix A Summary of Menus and Commands

This appendix summarizes the menus and commands available in the XStack Storage

management console.

A.1 File Menu

The File menu contains the following commands.

File View Storage  [efwork  Help
Shutdown Swskem
Restart System
Attempt bo Bind
watack Storage Date and Time
Enable 55L
Set OI0vand Inguiny Data
Caonfigure Qut of Band Port
Change iSC51 Pork Mumber

4. uStack Storage Management Console

Command

Description

Shutdown System

Lets you shut down the XStack Storage management
console and Storage Controller.

Restart System Lets you reboot the XStack Storage management
console and Storage Controller.
Attempt to Bind Reserved for future use.

XStack Storage Date and Time

Lets you change the system date and time.

Set Defaulk Task Priority
Sef Cache Mode

Flush Cache

Zantigure ishs Eient

Enable SSL

Reserved for future use.

Set OID and Inquiry Data

Reserved for future use.

Save xSkack Storage Configuration
Restore x3tack Storage Configuration

Restore Factory Defaults

Configure Out of Band Port

Lets you change the XStack Storage IP address,
subnet mask, hostname, and gateway settings.

Change iSCSI Port Number

Lets you change the iSCSI port number for the

Configure System iSHE

Modify Swskem TCRJIP Settings
Set Spare Counk

Configure sk Line

Set Swstem Batbery Policy

Set Default Task Priority

Lets you set the priority of tasks.

Set Cache Mode

Reserved for future use.

Flush Cache

Reserved for future use.

Exit:

Configure ISNS Client

Reserved for future use.

Save XStack Storage Lets you save the XStack Storage configuration.
Configuration

Restore XStack Storage Lets you restore the XStack Storage configuration.
Configuration

Restore Factory Defaults

Lets you return the unit to its factory-default settings.

Configure System iSNS

Reserved for future use.

Modify System TCP/IP Settings

Lets you change the system TCP/IP settings.

Set Spare Count

Lets you specify the number of spares available to the
XStack Storage.

Configure Disk Line

Reserved for future use.

Set System Battery Policy

Lets you specify the action that the XStack Storage is
to follow if the battery fails.

Configure Email Notification

Configures the XStack Storage to send email alerts
when an event occurs.
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A.2 View Menu

Exit

Lets you exit the XStack Storage management
console.

The View menu contains the following commands.

£ wstack Storage Management Console
le | Miew Storage  Mebtwork  Help

il |

User Accounts
Create Task
Firmwaare Upgrade
‘iews Manual Route

Save Event Log Messages

Command Description
User Accounts Lets you set up, modify, and delete user
accounts.
Create Task Lets you define tasks that the XStack Storage is

to perform. Tasks defined here can be viewed
on the Tasks Info screen.

Firmware Upgrade

Lets you upgrade the XStack Storage firmware.

View Manual Route

Lets you view the manual route.

Save Event Log Messages

Lets you save the event log as an unformatted
text file to a user-specified folder.
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A3 Storage Menu

The Storage menu contains the following commands.

4. ystack Storage Management Console i
Command Description
File View | Storage [Eefwork  Help
Create Yalume Create Volume Lets you create a new volume.
Recanfia . .
Reconfig Volume Lets you change the settings for a selected
Defete Wolume
. volume.
Farity Sean
Expand Yalume Delete Volume Lets you delete a volume.
Rebuild Yolume .
T Parity Scan Lets you perform a party scan on the selected
drives.
Make Spare
B Expand Volume Lets you increase the capacity of a selected
Identify Drive volume.
fanual Create Yolume .
: Rebuild Volume Reserved for future use.
Media Scan
Initialize Drive Lets you initialize a selected drive.
Make Spare Reserved for future use.
Down Drive Reserved for future use.
Identify Drive Reserved for future use.
Manual Create Volume Lets you create a volume manually.
Media Scan Lets you perform a media scan on a selected
drive.
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A.4 Network Menu

The Network menu contains the following commands.

4. gxStack Storage Management Console|

File ‘Yiew Storage | Metwork SCSI Help

Create Wetwork Fortal

A5 iSCSI Menu

Delete Metwork Porkal

Command

Description

Create Network Portal

Lets you create a network portal.

Ereate AG

Delete LAG

Modify LG Parameters
Reset Statistics

IMadify Metwork Porkal IR Address
Configure Physical Bark

Wigw Manual Route

Delete Network Portal Lets you delete a network portal.
Create LAG Lets you create a LAG.
Delete LAG Lets you delete a LAG,

Modify LAG Parameters

Lets you change the settings for a
selected LAG.

Reset Statistics

Reserved for future use.

Modify Network Portal IP Address

Lets you modify a network portal [P
address.

Config Physical Port

Lets you configure a selected
physical port.

View Manual Route

Lets you view the manual route.

The iSCSI menu contains the following commands.

4 yStack Storage Management Console

File View Storade  Mebwork |iSCST Help

Add Initiator
Dielete Initiatar:
Set CHAR Secret

Rename Alias:

Command

Description

Add Initiator

Lets you add an iSCSl initiator.

Create i5CSI Target Mode
Delete Target Mode

IMadify Target Mode Parameters
IMadify Initiatar List

IMadify Yolume Access Mode
IMadify Metwork Portal

Delete Initiator

Lets you delete an iSCSl initiator.

Set CHAP Secret

Lets you specify a CHAP secret.

Rename Alias

Reserved for future use.

Create iSCSI Target Node

Lets you create an iSCSI node.

Delete Target Node

Lets you delete an iSCSI target
node.

Modify Target Node Parameters

Lets you change the settings for a
selected iSCSI target.

Modify Initiator List

Lets you change the entries in the
iSCSl initiator list.

Modify Volume Access Mode Lets you change the settings for a
selected volume.
Modify Network Portal Lets you change the settings for a

selected network portal.
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A6 Help Menu

The Help menu contains the following commands.

4. xstack Storage Management Console
File %iew Storage  Metwork iSCSI | Help

Help
About

Command Description
Help Reserved for future use.
About Shows the XStack Storage management console version

number. A System Properties tab lets you view system
properties.
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Appendix B Upgrading Firmware

D-Link periodically updates the firmware for the XStack Storage. The latest firmware
releases are available at the D-Link Support Web site.

1.
2.
3.
4.

(o]

8.

Go to the D-Link Support Web site (support.dlink.com).

Select your product model number from the pull-down menus.
Select the firmware topic.

Download the firmware.

When prompted to save the firmware file, click Save and save the file to a desired
location.

On a piece of paper, write the location and folder where you download the
firmware file. You will need to access this location later in this procedure.

Launch the XStack Storage Web Manager.

On the View menu, click Firmware Upgrade. The message in Figure 6-25 appears.

®Stack Storage ] x|

& Upgrading the firmware will require a restart of wour xStack Storage .
Do wou wank ko continue?

=

Figure 6-25. Firmware Upgrade Message

Click OK to continue. (Or click Cancel to exit without upgrading the firmware.) If you
click OK, the Open dialog box appears (see Figure 6-26).
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(=open x|

Look ir: ID Desktap j I‘j‘

[CJEBLD_1_0_0 402 B PROZKXP exe
Eﬁ Hypet Terminal Private Ecition
imagedz(280_192_10-21-2005 Jog
imagediz X280_192_10-22-2005 Jog
imagediz X280_192_10-23-2005 Jog
imagediz X280_192_10-26-2005 Jog
imagedzX260_192_10-31-2005 Jog
imagedaX260_192_11-01-2005 Jog
imagedaX260_192_11-03-2005 Jog
imagedaX260_192_11-04-2005 Jog
imagedX260_192_11-08-2005 Jog
imagedX260_192_11-09-2005 Jog
™ iscsl-2 D-x86fre.exe

58 Microsoft ISCS Initistor

File: name: || Open |
Files of type: IAIIFiIes LI Cancel |

Figure 6-26. Example of the Open Dialog Box

9. Navigate to the location where the firmware file you downloaded resides.

10. Click the firmware file, then click the Open button. (Or as a shortcut, double-click the
firmware file). The new firmware is installed. A progress bar shows the status of the
installation.

11. After the firmware is installed, a message prompts you to press OK to restart the XStack
Storage to have the new firmware take effect.

12. Click OK to restart the XStack Storage. If additional messages appear, click OK to
remove them.

13. After the XStack Storage restarts, launch your Web browser again and log in to the
XStack Storage management console.

The Firmware Image Info screen shows the current active firmware image
being used by the XStack Storage. For more information, refer to Section
6.1.5.

158 Appendix B Upgrading Firmware



Appendix C, Factory Default Settings

This appendix lists the factory-default settings for the XStack Storage unit.

Table C-1. Configure Out of Band Port Default Settings

Parameter Default Value
IP Address After Restart 192.168.1.1
Subnet Mask After Restart 255.255.255.0
Hostname After Restart hn0000003055100002
Gateway After Restart 0.0.0.0.

Table C-2. XStack Storage Battery Policy Default Setting

Parameter Default Value

If the battery fails, the XStack Storage should Ignore the status of the battery and do nothing (I have a UPS)

Table C-3. XStack Storage Date and Time Default Setting

Parameter Default Value

Timezone UTC

Table C-4. Modify System TCPIP Default Settings

Parameter Default Value
Max. Segment Size 8960
Window Scale 0
Time To Live (TTL) 64
PMTU Enabled True

Table C-5. Set Cache Mode Default Setting

Parameter Default Value

Write Back Enabled
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Table C-6. Set Default Task Priority Default Setting

Parameter

Default Value

Default Priority

Table C-7. Set Spare Count Default Setting

Parameter

Default Value

Number of Spare Counts

Table C-8. Modify iSCSI Port Default Setting

Parameter

Default Value

New SCSI Port

3260

Table C-9. Email Notification Support Default Setting

Parameter Default Value
Enable Email Notification Support Disabled
SMTP Server 0.0.0.0
SMTP Port 25
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Appendix D, Recording Your Configuration Settings

This appendix contains tables you can use to record the configuration settings for your
XStack Storage.

Use Table D-1 to record the volumes you configure using the XStack Storage.
Use Table D-2 to record the iSCSI initiators you configure using the XStack Storage.
Use Table D-3 to record the LAGs you configure using the XStack Storage.

Use Table D-4 to record the network portals you configure using the XStack Storage.

Use Table D-5 to record the iSCSI target nodes you configure using the XStack Storage.

Use Table D-6 to record the IP routing tables you configure using the XStack Storage.

Use Table D-7 to record the scheduled tasks you configure using the XStack Storage.
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D.1 Recording Volumes

Use Table D-1 to record information about the volumes you create.

Table D-1. Volumes Created Using the XStack Storage

Volume
Name

Volume
Size

Data Redundancy
(None, Parity, Mirror)

Chunk Size

Configuration

(JBOD, Stripe, Mirror,
Stripe Mirror, Parity)

Allocated
Drives
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Volume
Name

Volume
Size

Data Redundancy
(None, Parity, Mirror)

Chunk Size

Configuration

(JBOD, Stripe, Mirror,
Stripe Mirror, Parity)

Allocated
Drives
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D.2 Recording iSCSI Initiators

Use Table D-2 to record information about the iSCSI initiators you create.

Table D-2.iSCSI Initiators Created Using the XStack Storage

Initiator Name

Initiator Password
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Initiator Name

Initiator Password
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D.3 Recording LAGs
Use Table D-3 to record information about the LAGs you create.

Table D-3. LAGs Created Using the XStack Storage

LAG MTU Size Ethernet Encapsulation VLAN Physical Ethernet Requested
Number Supported (Yes | Portsin This LAG Speed
1,2,..) or No)

166 Appendix D Recording Your Configuration Settings



LAG
Number
1,2,..)

MTU Size

Ethernet Encapsulation

VLAN

Physical Ethernet

Supported (Yes | Ports in This LAG

or No)

Requested
Speed
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D.4 Recording Network Portals

Use Table D-4 to record information about the network portals you create.

Table D-4. Network Portals Created Using the XStack Storage

LAG
Number
2,..)

MTU Size

Ethernet Encapsulation

VLAN
Supported (Yes
or No)

Physical Ethernet
Ports in This LAG

Requested
Speed
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LAG
Number
1,2,..)

MTU Size

Ethernet Encapsulation

VLAN

Physical Ethernet

Supported (Yes | Ports in This LAG

or No)

Requested
Speed
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D.5 Recording iSCSI Target Nodes

Use Table D-5 to record information about the iSCSI target nodes you create.

Table D-5. iSCSI Target Nodes Created Using the XStack Storage

iSCSI Node Alias

Enable CHAP Secret
(Yes/No)

CHAP Secret
(if Enabled)

Initiators Selected

LUN Number and
Access Mode
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iSCSI Node Alias

Enable CHAP Secret
(Yes/No)

CHAP Secret
(if Enabled)

Initiators Selected

LUN Number and
Access Mode
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D.6  Recording IP Routing Tables
Use Table D-6 to record information about the IP routing tables you create.

Table D-6. IP Routing Tables Created Using the XStack Storage

Network Netmask Gateway Interface Metric
Destination

172 Appendix D Recording Your Configuration Settings



Network
Destination

Netmask

Gateway

Interface

Metric
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D.7 Recording Scheduled Tasks

Use Table D-7 to record information about the scheduled tasks you create.

Table D-7. Scheduled Tasks Created Using the XStack Storage

Operation
Name

Object

Operation

Task Frequency
(Daily, Weekly, Monthly, Once)

Start Time

Start Date
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Operation Object Operation Task Frequency Start Time Start Date
Name (Daily, Weekly, Monthly, Once)
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Appendix E Understanding IP Addresses and Subnet Masking

When you configure the TCP/IP settings on the XStack Storage unit, an IP address, subnet mask,
and default gateway are required. To configure these settings correctly, it is necessary to
understand how TCP/IP networks are addressed and divided into networks and subnetworks. This
appendix provides a brief tutorial about IP addresses and subnetworks.

E.1l Understanding IP Addresses

An IP address is a way to identify a computer or device on a TCP/IP network. Networks using the
TCP/IP protocol route messages based on the IP address of the destination. IP addresses are
expressed as four decimal numbers to make Internet addresses easy for human users to read and
write. These four numbers are called “octets,” because they each have eight positions when
viewed in binary form. Each octet is separated from the next octet by a period (or “dot™). For
this reason, this format is called “dotted-decimal notation.”

If you add all the octet positions (8 positions x 4 octets), you get 32. This is why IP addresses are
considered 32-bit numbers. Since each of the eight positions can have two different states (1 or
0), the total number of possible combinations per octet is 28 or 256. As a result, each octet can
contain any value from 0 to 255. Combine the four octets and you get 232, equivalent to
4,294,967,296 unique values. Out of the almost 4.3 billion possible combinations, certain values
are restricted from use as typical IP addresses. For example, the IP address 0.0.0.0 is reserved
for the default network and the address 255.255.255.255 is reserved for broadcasts.

An example of an IP address is:

192.168.1.1

The binary value that corresponds to the decimal format of this IP address is:
11000000.10101000.00000001.00000001

To calculate the binary octets in an IP address, convert the decimal values as follows:

1. The rightmost (or least-significant bit) of an octet will hold a value of 2°.

2. The bit just to the left of that will hold a value of 2*.

3. This continues until the leftmost (most-significant) bit, which will hold a value of 27.

Therefore, if all binary bits are a one, the decimal equivalent would be 255 as shown below:

(128+64+32+16+8+4+2+1=255)
128 64 32 16 8 4 2 1
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The following example shows an octet conversion when not all of the bits are set to 1:

0 1 0 0 o 0 0o 1
(0+64+0+0+0+0+0+1=65)
0O 64 0 0 o0 0 0o 1

The following example shows an IP address represented in both binary and decimal notations:

decimal 192. 168. 1. 1
binary 11000000 10101000 00000001 00000001

An IP address consists of two components, the network address and the host address.

m  The network address always contains the first octet. It is used to identify the network to
which a computer belongs.

m  The host address identifies the particular computer host (or “node’”) on the network. The
host address always contains the last octet.

If you take the example 192.168.1.1 and divide it into these two parts you get the following:

Network 192. 168. 1.
Host 1
or
Network 192. 168. 1. 0
Host 0. 0. 0. 1

E.2 Network Classes
The octets serve a purpose other than simply separating the numbers. They are used to create
classes of IP addresses that can be assigned to a particular business, government, or other entity
based on size and need. There are five different classes of networks, designated A, B, C, D, and
E. This appendix describes classes A, B, and C, since classes D and E are reserved and beyond the
scope of this appendix.
m  Class A - supports 16 million hosts on each of 126 networks
m  Class B - supports 65,000 hosts on each of 16,000 networks
m  Class C - supports 254 hosts on each of 2 million networks
The class of an IP address can be determined from the three high-order bits. Figure E-1 shows the
significance in the three high-order bits and the range of addresses that fall into each class.
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0 1 2 3
01234567890123456789012345678901
L1111 [ el

Class A |0 7 bits 24 bits (Node ID) | 1.0.0.0 - 127.265.255.255
€— NetlD——>

3
0123456?8901234567390 234567
NN IJlJIIIlIllIIIl

ClassB: |10 14 bits 16 bits (Node 1D) | 128.0.0.0 - 191.255.255.255
< NetID

b 4

0 1 2 3
01234567890123456789012345678901
LLprrer iyl

ClassC: | 110, 21 bits 8 bits (Node D) | 192.0.0.0 - 223.255.255,255
< NetID

v

012345676901234567690123456788901
L I 0 T o Y o

ClassD: 1110 Multicast Group 10 {28 bits) | 224.0.0.0 - 230.255.255.255
Multicast

0 1 2 3
01234567890123456789012345678901

ClassE: |1 1110 Resarved for future use (27 bits) 240.0,0.0 - 254.255.255,255

Experimental

Figure E-1. IP Address Classes

Table E-1 displays the range of dotted-decimal values that can be assigned to each of the three
principle address classes. The “nnn” represents the host-number field of the address that is
assigned by the local network administrator.

Table E-1. Dotted-Decimal Ranges for Each Address Class

Address Class Dotted-Decimal Notation Ranges
Class A (/8 prefixes) 1.nnn.nnn.nnn through 126.nnn.nnn.nnn
Class B (/16 prefixes) 128.0.nnn.nnn through 191.255.nnn.nnn
Class C (/24 prefixes) 192..0.0.nnn through 223.255.255.nnn
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E.2.1 Class A Network Addresses

Class A network addresses are used for very large networks, such as those in major international
companies. Every Class A network address has an 8-bit network prefix, with the highest order bit
set to 0, followed by a seven-bit network number and a 24-bit host-number that identifies each
host. IP addresses with a first octet from 1 to 126 are part of this class. Class A networks are also
referred to as “/8s” since they have an 8-bit network prefix. The

Class A example in Figure E-1 has a major network address of 10. The next 24 bits (octets 2, 3,
and 4) can be divided into subnets and hosts as appropriate.

There are 126 Class A networks, with 16,777,214 (2** -2) possible hosts, for a total of
2,147,483,648 (2*1) unique IP addresses. Class A networks make up 50% of the total available IP
addresses.

Class A Address Example:
Network Host

115 24.55.108

E.2.2 Class B Network Addresses

Class B network addresses are used for medium-sized networks that have 256 to 65534 hosts,
such as large college campuses. Every Class B network address has a 16-bit network prefix, with
the two highest order bits set to 1-0, followed by a 14-bit network number and a 16-bit host
number that identifies the host. IP addresses with a first octet from 128 to 191 are part of this
class. Class B networks are also referred to as “/16s” since they have a 16-bit network prefix.

There are 16,384 (2**) Class B networks, each with 65,534 (2° -2) possible hosts, for a total of
1,073,741,824 (2°°) unique IP addresses. Class B networks make up 25% of the total available IP
addresses.

The Class B example in Figure E-1 has a major network address of 172.16. Sixteen bits (octets 3
and 4) are for local subnets and hosts.

Class B Address Example:
Network Host

145.24 52.108
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E.2.3 Class C Network Addresses

Class C network addresses are used for small to mid-size businesses. IP addresses with a first
octet from 192 to 223 are part of this class. Every Class C network address has a 24-bit network
prefix, with the three highest order bits set to 1-1-0, followed by a 21-bit network number and
an 8-bit host-number that identifies each host. This means there are 2,097,152 (221) Class C
networks, each with 254 (2° -2) possible hosts, for a total of 536,870,912 (2*) unique IP
addresses. Class C networks make up 12.5% (or 1/8th) of the total available IP addresses. Class C
networks are also referred to as “/24s” since they have a 24-bit network prefix.

In a Class C address, the first three octets are the network portion. The Class C example in Figure
E-1 has a major network address of 193.18.9. Eight bits (octet 4) are for local subnets and hosts,
ideal for networks with no more than 254 hosts.

Class C Address Example:
Network Host

195.24.54 106

E.3 Network Masks

A network mask helps you know which portion of the address identifies the network and which
portion of the address identifies the node. Subnet masks are usually represented in the same
representation used for addresses themselves; in IPv4, dotted decimal notation - four numbers
from zero to 255 separated by periods (for example, 255.128.0.0).

Class A, B, and C networks have the following default masks:
m Class A: 255.0.0.0

m  Class B: 255.255.0.0

m Class C: 255.255.255.0

An IP address on a Class A network that has not been subnetted has an address/mask pair similar
to:

8.20.15.1 255.0.0.0
To see how the mask helps to identify the network and node parts of the address, convert the
address and mask to binary numbers.

8.20.15.1 = 00001000.00010100.00001111.00000001

255.0.0.0 =11111111.00000000.00000000.00000000
Once the address and mask are represented in binary, identifying the network and host addresses
is easy:
= Any address bits with a corresponding mask bits set to 1 represent the network address.

= Any address bits that have corresponding mask bits set to 0 represent the node address.
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8.20.15.1 = 00001000. 00010100. 00001111. 00000001
255.0.0.0 = 11111111, 00000000. 00000000. 00000000
Network ID Host ID

m  The network address = 00001000 = 8
m  The host address = 00010100.00001111.00000001 = 20.15.1

E.4 Understanding Subnets

A subnetwork (or “subnet” for short) allows a single Class A, B, or C network to be divided (or
“subnetted”) into smaller pieces. If you divide a Class A, B, or C network into smaller
subnetworks, it lets you create a network of interconnecting subnetworks where each data link
on the network has a unique ID. Without subnets, only one network from a Class A, B, or C
network could be used, which is an unrealistic restriction for many organizations.

Instead of the classful 2-level hierarchy, subnetting supports a 3-level hierarchy where the
natural mask is extended using bits from the host address portion of the address to create a
subnetwork ID. As the following figure shows, the subnetwork ID consists of two parts:

m  The subnet number and

m  The host number on that subnet

Two-Level Classful Hierarchy: Network Address Host Address
Three-Level Classful Hierarchy: Network Address Subnet Number | Host Number

According to Internet practices, the host-number field of an IP address cannot contain all 0 bits
or all 1 bits. The all-0s host humber identifies the base network or subnetwork number, while the
all-1s host number represents the broadcast address for the network or subnetwork.

The following examples assume there are five bits in the host number field of each subnet
address. This means that each subnet represents a block of 30 host addresses (2 5 -2 = 30, note
that the 2 is subtracted because the all-Os and the all-1s host addresses cannot be used). The
hosts on each subnet are numbered 1 through 30.

To define the address assigned to Host #n of a particular subnet, place the binary representation
of n into the subnet's host number field. For example, to define the address assigned to Host #15
on Subnet #1, place the binary representation of 15 (011112 ) into the 5 bits of Subnet #1's host-
number field.
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An example of valid host addresses for a subnet called subnet #1 is shown below. In this example:
m The italicized part of each address identifies the extended network prefix.

m  The bold digits identify the 5-bit host-number field:

Subnet #1: 11000001.00000001.00000001.010 00000 = 193.1.1.64/27
Host #1: 11000001.00000001.00000001.010 00001 = 193.1.1.65/27
Host #2: 11000001.00000001.00000001.010 00010 = 193.1.1.66/27
Host #3: 11000001.00000001.00000001.010 00011 = 193.1.1.67/27
Host #4: 11000001.00000001.00000001.010 00100 = 193.1.1.68/27
Host #5: 11000001.00000001.00000001.010 00101 = 193.1.1.69/27

Host #15: 11000001.00000001.00000001.010 01111 =193.1.1.79/27
Host #16: 11000001.00000001.00000001.010 10000 = 193.1.1.80/27

Host #27: 11000001.00000001.00000001.010 11011 = 193.1.1.91/27
Host #28: 11000001.00000001.00000001.010 11100 = 193.1.1.92/27
Host #29: 11000001.00000001.00000001.010 11101 = 193.1.1.93/27
Host #30: 11000001.00000001.00000001.010 11110 = 193.1.1.94/27

Another example of valid host addresses for a subnet (called subnet #2) is shown below. In this
example:

m The italicized part of each address identifies the extended-network prefix.

= The bold digits identify the 5-bit host-number field:

Subnet #2: 11000001.00000001.00000001.110 00000 = 193.1.1.192/27
Host #1: 11000001.00000001.00000001.110 00001 = 193.1.1.193/27
Host #2: 11000001.00000001.00000001.110 00010 = 193.1.1.194/27
Host #3: 11000001.00000001.00000001.110 00011 = 193.1.1.195/27
Host #4: 11000001.00000001.00000001.110 00100 = 193.1.1.196/27
Host #5: 11000001.00000001.00000001.110 00101 = 193.1.1.197/27

Host #15: 11000001.00000001.00000001.110 01111 = 193.1.1.207/27
Host #16: 11000001.00000001.00000001.110 10000 = 193.1.1.208/27

Host #27: 11000001.00000001.00000001.110 11011 = 193.1.1.219/27
Host #28: 11000001.00000001.00000001.110 11100 = 193.1.1.220/27
Host #29: 11000001.00000001.00000001.110 11101 = 193.1.1.221/27
Host #30: 11000001.00000001.00000001.110 11110 = 193.1.1.222/27
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The subnet structure of a network cannot be seen outside an organization's private network. The
route from the Internet to any subnet of a given IP address is the same, no matter which subnet
the destination host is on. This is because all subnets of a given network number use the same
network prefix, but different subnet numbers. Devices like the XStack Storage, switches, and
routers within an organization need to differentiate between the individual subnets. However, as
far as the Internet routers are concerned, all subnets in a company are collected into a single
routing table entry. This allows a company to introduce arbitrary complexity into its private
network, without affecting the size of the Internet’s routing tables.

E.5 Variable Length Subnet Masks

A key limitation of supporting only a single subnet mask across a given network prefix (as shown
in the previous examples) is that once the mask is selected, it locks the organization into a fixed-
number of fixed-sized subnets.

To further illustrate this point, assume that a network administrator decided to configure the
130.5.0.0/16 network with a /22 extended-network prefix. This arrangement permits 64 subnets,
each of which supports a maximum of 1,022 hosts (2'° -2). This is fine for deploying a number of
large subnets, but not if an organization wants a small subnet containing only 20 or 30 hosts.
Since a subnetted network can have only a single mask, the 20 or 30 hosts still have to be
assigned to a subnet with a 22-bit prefix. This wastes approximately 1,000 IP host addresses for
each small subnet deployed and makes for an inefficient use of an organization's address space.

Variable length subnet masks (VLSMs) allow a subnetted network to be assigned more than one
subnet mask. Assume that in the previous example, the organization is also allowed to configure
the 130.5.0.0/16 network with a /26 extended-network prefix. A /16 network address with a /26
extended-network prefix permits 1024 subnets (2*°), each of which supports a maximum of 62
hosts (2 6 -2). The /26 prefix would be ideal for small subnets with less than 60 hosts, while the
/22 prefix is well suited for larger subnets containing up to 1000 hosts.

The following example shows how VLSMs can be used. This example assumes that an organization
has been assigned the network number 140.25.0.0/16 and plans to deploy VLSM.

1. The first step in the subnetting process divides the base network address into 16 equal-size
address blocks. Since 16 = 2 4, four bits are required to uniquely identify each of the 16
subnets. This means four more bits, or a /20, must be used in the extended-network prefix to
define the 16 subnets of 140.25.0.0/16. Each subnet represents a contiguous block of 2 12 (or
4,096) network addresses.

The 16 subnets of the 140.25.0.0/16 address block are shown below. The subnets are
numbered 0 through 15. The italicized portion of each address identifies the extended-
network prefix, while the bold digits identify the 4-bits representing the subnet-number
field:
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Base Network: 10001100.00011001.00000000.00000000 = 140.25.0.0/16
Subnet #0: 10001100.00011001.0000 0000.00000000 = 140.25.0.0/20
Subnet #1: 10001100.00011001.0001 0000.00000000 = 140.25.16.0/20
Subnet #2: 10001100.00011001.0010 0000.00000000 = 140.25.32.0/20
Subnet #3: 10001100.00011001.0011 0000.00000000 = 140.25.48.0/20
Subnet #4: 10001100.00011001.0100 0000.00000000 = 140.25.64.0/20

Subnet #13: 10001100.00011001.1101 0000.00000000 = 140.25.208.0/20
Subnet #14: 10001100.00011001.1110 0000.00000000 = 140.25.224.0/20
Subnet #15: 10001100.00011001.1111 0000.00000000 = 140.25.240.0/20

Define the Sub-Subnets for Subnet #3 (140.25.48.0/20)

Next, examine the host addresses that can be assigned to subnet #3 (140.25.48.0/20). Since
the host-number field of subnet #3 contains 12 bits, there are 4,094 valid host addresses (2
12 -2), numbered 1 through 4,094, in the address block.

The valid host addresses for subnet #3 are shown below. The italicized portion of each
address identifies the extended-network prefix, while the bold digits identify the 12-bit host-
number field:

Subnet #3: 10001100.00011001.0011 0000.00000000 = 140.25.48.0/20
Host #1: 10001100.00011001.0011 0000.00000001 = 140.25.48.1/20
Host #2: 10001100.00011001.0011 0000.00000010 = 140.25.48.2/20
Host #3: 10001100.00011001.0011 0000.00000011 = 140.25.48.3/20

Host #4093: 10001100.00011001.0011 1111.11111101 = 140.25.63.253/20
Host #4094: 10001100.00011001.0011 1111.11111110 = 140.25.63.254/20

Define the Sub-Subnets for Subnet #14 (140.25.224.0/20)

After the base network address is divided into sixteen subnets, subnet #14 is further
subdivided into 16 equal-size address blocks. Since 16 = 2 *, four more bits are required to
identify each of the 16 subnets. This means the organization must use a /24 as the extended
network prefix length.

The 16 subnets of the 140.25.224.0/20 address block are shown below. The subnets are
numbered 0 through 15. The italicized portion of each sub-subnet address identifies the
extended-network prefix, while the bold digits identify the 4-bits representing the sub-
subnet-number field:

Subnet #14: 10001100.00011001.1110 0000.00000000 = 140.25.224.0/20

Subnet #14-0: 10001100.00011001.1110 0000.00000000 = 140.25.224.0/24
Subnet #14-1: 10001100.00011001.1110 0001.00000000 = 140.25.225.0/24
Subnet #14-2: 10001100.00011001.1110 0010.00000000 = 140.25.226.0/24
Subnet #14-3: 10001100.00011001.1110 0011.00000000 = 140.25.227.0/24
Subnet #14-4: 10001100.00011001.1110 0100.00000000 = 140.25.228.0/24

Subnet #14-14: 10001100.00011001.1110 1110.00000000 = 140.25.238.0/24
Subnet #14-15: 10001100.00011001.1110 1111.00000000 = 140.25.239.0/24
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Define Host Addresses for Subnet #14-3 (140.25.227.0/24)

Examine the host addresses that can be assigned to subnet #14-3 (140.25.227.0/24). Each
subnet of subnet #14-3 has 8 bits in the host-number field. This means that each subnet
represents a block of 254 valid host addresses (2° -2). The hosts are numbered 1 through 254.

The valid host addresses for subnet #14-3 are shown below. The italicized portion of each
address identifies the extended-network prefix, while the bold digits identify the 8- bit host-
number field:

Subnet #14-3: 10001100.00011001.11100011.00000000 = 140.25.227.0/24
Host #1 10001100.00011001.11100011.00000001 = 140.25.227.1/24
Host #2 10001100.00011001.11100011.00000010 = 140.25.227.2/24
Host #3 10001100.00011001.11100011.00000011 = 140.25.227.3/24
Host #4 10001100.00011001.11100011.00000100 = 140.25.227.4/24
Host #5 10001100.00011001.11100011.00000101 = 140.25.227.5/24

Host #253 10001100.00011001.11100011.11111101 = 140.25.227.253/24
Host #254 10001100.00011001.11100011.11111110 = 140.25.227.254/24

Define the Sub 2 -Subnets for Subnet #14-14 (140.25.238.0/24)

After subnet #14 is divided into 16 subnets, subnet #14-14 is further subdivided into 8 equal-
size address blocks. Since 8 = 2° | three more bits are required to identify each of the 8
subnets. This means the organization must use a /27 as the extended-network prefix length.

The eight subnets of the 140.25.238.0/24 address block are shown below. The subnets are
numbered 0 through 7. The italicized portion of each sub-subnet address identifies the
extended-network prefix, while the bold digits identify the 3-bits representing the subnet 2 -
number field:

Subnet #14-14: 10001100.00011001.11101110.00000000 = 140.25.238.0/24
Subnet#14-14-0: 10001100.00011001.11101110.000 00000 = 140.25.238.0/27 Subnet#14-
14-1: 10001100.00011001.11101110.001 00000 = 140.25.238.32/27 Subnet#14-14-2:
10001100.00011001.11101110.010 00000 = 140.25.238.64/27 Subnet#14-14-3:
10001100.00011001.11101110.011 00000 = 140.25.238.96/27 Subnet#14-14-4:
10001100.00011001.11101110.100 00000 = 140.25.238.128/27 Subnet#14-14-5:
10001100.00011001.11101110.101 00000 = 140.25.238.160/27 Subnet#14-14-6:
10001100.00011001.11101110.110 00000 = 140.25.238.192/27 Subnet#14-14-7:
10001100.00011001.11101110.111 00000 = 140.25.238.224/27
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Define Host Addresses for Subnet #14-14-2 (140.25.238.64/27)

Examine the host addresses that can be assigned to subnet #14-14-2 (140.25.238.64/27).
Each subnet of subnet #14-14 has 5 bits in the host-number field. This means that each
subnet represents a block of 30 valid host addresses (2° -2). The hosts will be numbered 1
through 30.

The valid host addresses for subnet #14-14-2 are shown below. The italicized portion of each
address identifies the extended-network prefix, while the bold digits identify the 5-bit host-
number field:

Subnet#14-14-2: 10001100.00011001.11101110.010 00000 = 140.25.238.64/27
Host #1 10001100.00011001.11101110.010 00001 = 140.25.238.65/27
Host #2 10001100.00011001.11101110.010 00010 = 140.25.238.66/27
Host #3 10001100.00011001.11101110.010 00011 = 140.25.238.67/27
Host #4 10001100.00011001.11101110.010 00100 = 140.25.238.68/27
Host #5 10001100.00011001.11101110.010 00101 = 140.25.238.69/27

Host #29 10001100.00011001.11101110.010 11101 = 140.25.238.93/27
Host #30 10001100.00011001.11101110.010 11110 = 140.25.238.94/27
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Appendix F Hardware Enclosures

This appendix shows samples of hardware enclosures for the XStack Storage.

F.1  Front View
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Figure F- 1 Front View of Enclosure

F.2 Back View

Figure F- 2 Rear View of Enclosure
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Appendix G Acronyms and Abbreviations

Administrator

CHAP

CSMA/CD

Drive

802.3

Extent

IETF

Initiator node

iSCSI

The person responsible for managing storage operations. The administrator is the
user who will use the storage management console provided with the XStack Storage.

Challenge Handshake Authentication Protocol. CHAP is a protocol for authenticating
the peer of a connection and is based upon the peers sharing a secret (a security key
similar to a password).

Carrier Sense Multiple Access/Collision Detection. The LAN access method used in
Ethernet. When a device wants to gain access to the network, it checks whether the
network is quiet (senses the carrier). If it is not, it waits a random amount of time
before retrying. If the network is quiet and two devices access the line at exactly
the same time, their signals collide. When the collision is detected, they both back
off and each waits a random amount of time before retrying.

A physical storage drive (usually, but not necessarily, a disk drive) managed by the
XStack Storage system.

An |IEEE standard for a CSMA/CD local-area network access method, which is used in
Ethernet, the most common LAN technology.

A contiguous set of LBs on a drive. An extent is also called a physical extent.

Internet Engineering Task Force. The main standards organization for the Internet.

The IETF is a large open international community of network designers, operators,

vendors, and researchers concerned with the evolution of the Internet architecture
and the smooth operation of the Internet. It is open to any interested individual.

An iSCSI node that performs as an iSCSI Initiator in accessing data stored on the
XStack Storage system.

Internet Protocol. IP specifies the format of packets, or “datagrams,” and the
addressing scheme. Most networks combine IP with a higher-level protocol called
Transmission Control Protocol (TCP), which establishes a virtual connection between
a destination and a source. IP by itself is something like the postal system. It allows
you to address a package and drop it in the system, but there's no direct link
between you and the recipient. TCP/IP, on the other hand, establishes a connection
between two hosts so that they can send messages back and forth for a period of
time. The current version of IP is IPv4.

Internet Small Computer System Interface. An IP-based standard for linking data
storage devices over a network and transferring data by carrying SCSI commands over
IP networks. iSCSI supports a Gigabit Ethernet interface at the physical layer that
allows systems supporting iSCSI interfaces to connect directly to standard Gigabit
Ethernet switches and/or IP routers. iSCSI was developed by the IETF and became an
official standard in February 2003.
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LAG

LAN

LB

LUN

MAC Address

Member

Mirror

MPU

Node

Parity

PLBN

RFC

Link Aggregation Group. The combining of physical network links into a single logical
link for increased bandwidth. A LAG increases capacity and availability of the
communications channel between devices using existing Fast Ethernet and Gigabit
Ethernet technology. LAGs also provide load balancing, where processing and
communications activity is distributed across several links in a trunk, so that no
single link is overwhelmed.

Local Area Network. A computer network that spans a relatively small area. Most
LANs are confined to a single building or group of buildings. Most LANs connect
workstations and personal computers. Each node (individual computer) in a LAN has
its own CPU with that executes programs, but it can also access data and devices
anywhere on the LAN. This means that many users can share expensive devices, such
as laser printers, as well as data. Users can also use the LAN to communicate with
each other, by sending e-mail or engaging in chat sessions. There are many different
types of LANs. Ethernet is the most common LAN for PCs.

Logical Block. A block of storage stored (and read) by the system.

Logical Unit Number. According to the SCSI Architectural Model, the number used by
an iSCSI initiator to access a target’s Logical Unit. In the XStack Storage, a logical
unit is a volume.

Media Access Control address. A hardware address that uniquely identifies each node
of a network.

A group of chunks organized vertically in an array.

A method for improving reliability of a Volume by providing data redundancy. In a
mirror volume, data redundancy is provided by recoding every data block on more
than one drive.

Management Processor Unit. The PowerPC CPU used for management processing on
the XStack Storage.

A computer or other device, such as a printer. Every node has a unique network
address, sometimes called a Data Link Control (DLC) address or Media Access Control
(MAC) address.

A way to improve reliability of a volume by providing data redundancy. In a parity
volume, data redundancy is improved by recording data blocks across multiple drives
and recording one additional parity block on an additional drive. If any single drive
fails, the original data can be reconstructed from the remaining blocks.

Physical Logical Block Number. The number of an LB on a drive.

Request for Comments. A series of notes about the Internet started in 1969. An
Internet Document can be submitted to the IETF by anyone, but the IETF decides if
the document becomes an RFC. If the RFC gains enough interest, it may evolve into
an Internet standard. Each RFC is designated by an RFC number. Once an RFC is
published, it never changes. Modifications to an original RFC are assigned a new RFC
number.
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SAN

Server

Striping

Storage pool

Subnet

TCP

VLBN

Volume

Storage Area Network. A high-speed subnetwork of shared storage devices that
makes all storage devices available to all servers on a LAN or WAN. As storage
devices are added to a SAN, they will be accessible from any server in the larger
network. In this case, the server merely acts as a pathway between the end user and
the stored data. Because stored data does not reside directly on any network
servers, server power is used for business applications, and network capacity is
released to the end user.

A computer or device on a network that manages network resources. For example, a
network server is a computer that manages network traffic. Servers are often
dedicated, meaning that they perform no other tasks besides their server tasks. On
multiprocessing operating systems, however, a single computer can execute several
programs at once. A server in this case can refer to the program that is managing
resources rather than the entire computer.

A way to improve 1/0 performance on a volume by splitting data among multiple
drives.

A collection of drives used as a group for common functions (for example, the space
used by a volume must be allocated from a specific storage pool).

A portion of a network that shares a common address component. On TCP/IP
networks, subnets are defined as all devices whose IP addresses have the same
prefix. For example, all devices with IP addresses that start with 100.100.100. are
part of the same subnet.

Transmission Control Protocol. Pronounced as separate letters, TCP is a main
protocol in TCP/IP networks. Whereas the IP protocol deals only with packets, TCP
enables two hosts to establish a connection and exchange streams of data. TCP
guarantees delivery of data and also guarantees that packets will be delivered in the
same order in which they were sent.

Virtual Logical Block Number. The number of an LB within a volume. The LB is used
to store customer data.

A fixed amount of storage on a disk. The term volume is often used as a synonym for
the storage medium itself, but it is possible for a single disk to contain more than
one volume or for a volume to span more than one disk.
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Index

A

Accelerated Backup Operations, 21
Accounts, 115
Acronyms and Abbreviations, 195
Adding

iSCSI Initiators, 83

Physical Ports to LAGs, 89

Adding, Viewing, and Deleting IP Route Tables, 105

Applications, 20
Automatically Creating Volumes, 71

B

Back Panel Components, 36
Benefits, 17
Blade A Base Pool
Information on Drives, 144
Screens, 135
Booting the XStack Storage Unit, 53

C

Cache
Setting, 118
Changing
Date and Time, 66
the CHAP Secret, 99
the iSCSI Port Number, 103
CHAP Secret
Changing, 99
CIM Information
Viewing, 133
Class A Networks, 184
Class B Networks, 184
Class C Networks, 185
Configuration
Battery Policy, 112
Cache, 118
Changing Date and Time, 66
CHAP Secret, 99
Default Task Priority, 104
IP Route Tables, 105
iSCSI Initiators, 83
LAGsS, 84
Media Scans, 82
Methods, 53
Network Portals, 91
Recording Settings, 165
Restarting the XStack Storage, 122
Restoring Factory Defaults, 121
Restoring the Configuration, 120
Saving, 119
Saving the Configuration, 119
Saving the Event Log, 114
Scheduled Tasks, 110
Shutting Down the XStack Storage, 123
Spare Count, 109
TCP/IP Settings, 107

the iSCSI Port Number, 103
the Management Interface, 64
User Accounts, 115
Volumes, 70
Connecting
the Battery Pack, 51
the Power Cords, 52
to the DSN-3200, 49
to the DSN-3400, 49
to the Management Port, 50
Connection Information Screen, 151
Contact Information, v
Conventions, iv
Creating
a Volume, 70
iSCSI Target Nodes, 94
LAGsS, 85
Network Portals, 91
Scheduled Tasks, 110
Volumes Automatically, 71
Volumes Manually, 74

D

Date and Time, 66
Default Settings, 163
Default Task Priority, 104
Deleting
a Volume, 79
LAGs, 90
Network Portals, 93
Physical Ports from LAGs, 89
User Accounts, 117
Drive and Tray
Installation, 35
Removal, 34
Drive Bays, 34
Drive Information Screen, 144
Drives, overview, 25
DSN-3200
External Interfaces, 37
LEDs, 38
DSN-3400
External Interfaces, 39
DSN-3400 LEDs, 40

E

Electrical Safety Guidelines, 44
Email Alerts, 68
Enclosure Information
Viewing, 126
ESD Safety Precautions, 45
Ethernet Port Information, 154
Event Log
Details, 128
Saving, 114
Expanding a VVolume, 29, 78
External Interfaces, 37
DSN-3200, 37
DSN-3400, 39
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Factory Defaults
Restoring, 121
Settings, 163
Fast Nearline Backup and Recovery, 20
Features, 18
Files Menu, 155
Firmware
Upgrading, 161
Firmware Image Information, 134
Front Panel
Components, 32
LED indicators, 33
Front Vents, 35
Front View
DSN-3000 Series, 32

G

General Safety Guidelines, 44
GigasStor screens
LUN Map Information, 153
Portals Info, 150
Growing a VVolume, 29

Hardware Enclosure
Description, 16
Illustrations, 193

Help Menu, 159

Host Network Connection
LEDs DSN-3200, 38
LEDs DSN-3400, 40

Initializing a Volume, 28
Initiator

Access Info Screen, 147

Information Screen, 152
Installation

Desktop or Shelf, 48

in a Rack, 48
Internal Structure of a Volume, 26
IP Address Configuration

Management Interface, 64
IP Addresses Explained, 181
IP Route Tables, 105
iSCSI

Menu, 158

Port Number, 103

Target Node Creation, 94
iSCSI Initiators

Adding, 83

Creation, 83

Logging On, 100
Items Supplied by the User, 47

J
JBOD, 26

K
Key Lock and Latches, 33

L

LAG

Modifying Parameters, 88
LAG Port Information, 148
LAGs

Adding Physical Ports, 89

Configuration, 84

Creating, 85

Deleting, 90

Deleting Physical Ports, 89
Launching the Management Console, 56
LEDs (Front), 33

Lifting and Reaching Safety Precautions, 45

List
of Figures, xi
of Tables, xiii
Log Messages
Viewing, 128
Logging On to the iSCSI Initiator, 100
Login Screen, 56
LUN Map Information screen, 153

M

Main Management Console
Footer, 63
Main Display Area, 61
Menu/Toolbar, 59
Resources Panel, 60
Main Screen
Understanding, 58
Management Console, 56
Battery Policy, 112
Cache, 118
Changing Date and Time, 66
CHAP Secret, 99
Default Task Priority, 104
Email Alerts, 68
IP Route Tables, 105
iSCSI Initiators, 83
iSCSI Port Number, 103
iSCSI Target Nodes, 94
LAGs, 84
Media Scan, 82
Network Portals, 91
Parity Scans, 81
Restarting the XStack Storage, 122
Restoring
Factory Defaults, 121
Restoring the Configuration, 120
Saving the Configuration, 119
Saving the Event Log, 114
Scheduled Tasks, 110
Shutting Down, 123

Shutting Down the XStack Storage, 123

Spare Count, 109
TCP/IP Settings, 107
User Accounts, 115
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Volumes, 70
Management Interface

Changing the Default IP Address, 64
Management Port LED Locations DSN-3200, 39
Management Port LEDs DSN-3200, 38
Management Port LEDs DSN-3400, 40
Managing Configurations, 119
Managing User Accounts, 115
Managing XStack Storage Configurations, 119
Manually Creating Volumes, 74
Media Scan, 29
Menus

File, 155

Help, 159

iSCSI, 158

Network, 158

Storage, 157

View, 156
Mirror, 26
Models, 16
Modifying LAG Parameters, 88
Modifying Newtork Portal Parameters, 93
Modifying System TCP/IP Settings, 107

N

Network Classes, 182
Class A, 184
Class B, 184
Class C, 185

Network Entities
Screens, 145

Network Masks, 185

Network Menu, 158

Network Portals
Creating, 91
Deleting, 93
Modifying, 93

Organize Volumes, 26

Parity, 26
Parity Scan, 29
Performing, 81
Performing Cache Activities, 118
Physical Port Information Screen, 154
Physical Ports
Adding to LAGs, 89
Portal Info Screen, 150
Power and Reset Switches, 36
Power and Reset Switches Function, 36
Power Supply, 52
Power-On and Reset Switches, 53

R

Rear Vents, 40
Rear View DSN-3200, 36
Rebuilding a VVolume, 28

Reconfiguring VVolumes, 78
Recording Your Configuration Settings, 165
Remote Mirroring and Replication, 20
Restarting the XStack Storage, 122
Restoring

Factory Defaults, 121

the Configuration, 120

S

Safety Considerations, 44
Saving the Configuration, 119
Saving the Event Log, 114
Scheduled Tasks, 110
Screens
Blade A Base Pool, 135
Connection Information, 151
Drive Information, 144
Enclosure Information, 126
Firmware Image Info, 134
Initiator Access Info, 147
Initiator Information, 152
LUN Map Information, 153
Network Entities, 145
Physical Port Information, 154
Portals Info, 150
Server CIM Info, 133
Server CIM Info, 133
Storage Group Information, 136
Storage Pool Information, 136
Target Node Info, 145
Tasks Info, 130
Tasks Info VVolumes, 142
Volume Access Info, 146
Volume Information, 141
Server CIM Info Screen, 133
Server Consolidation, 20
Setting
Cache Mode, 118
the Battery Policy, 112
the Default Task Priority, 104
the Spare Count, 109
the System Battery Policy, 112
User Accounts, 116
Setting Up User Accounts, 116
Shutting Down the Management Console, 123
Shutting Down the XStack Storage, 123
Site Considerations, 43
Spare Count, 28
Setting, 109
Storage Consolidation, 20
Storage Group Information Screen, 136
Storage Menu, 157
Storage Pool
Information, 136
Task Message Details Screen, 139
Storage Pool Tasks
Viewing, 138
Storage pools, 25
Storage Pools and Drives, 25
Storage Tasks
Viewing, 130
Stripe, 26
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Stripe mirror, 26

Subnets, 186

Switches, 36

System Diagram, 19

System Overview, 19

System TCP/IP Settings
Modifying, 107

Systems Settings, 126

T

Target Node Info Screen, 145
Task Message Details
Screen Volumes, 143
TAsk Message Details Screen
Storage Pools, 139
Task Message Details Screen Tasks, 131
Tasks
Creating, 110
Tasks Info Screen, 130
Storage Pools, 138
Volumes, 142
Tasks Overview, 28
TCP/IP Default Parameters, 126
Time and Date, 66
Types of Storage Pools, 25
Typographic Conventions, iv

U

Understanding iSCSI, 24
Understanding the Main Screen, 58
Unpacking the XStack Storage Unit, 46
Upgrading Firmware, 161
User Accounts, 115

Deleting, 117
User-Supplied Items, 47

\

Variable Length Subnet Masks, 188

View Menu, 156

Viewing
Connection Information, 151
Drive Information, 144
Enclosure Information, 126
Ethernet Port Information, 154

Information about Drives in the Blade A Base Pool, 144

Information about VVolumes, 140
Initiator Access Information, 147
Initiator Information, 152

LAG Port Information, 148

Log Messages, 128

LUN map information, 153
Message Log Summary, 126
Network Portal Information, 150
Physical Port Information, 154
Portal Information, 150

Server CIM Information, 133
Storage Group Information, 136
Storage Pool Information, 136
Storage Pool Tasks, 138

System Settings, 126

Target Node Drive Information, 145

Target Node Information, 145

TCP/IP Default Parameters, 126

Volume Access Information, 146

Volume Information, 141

Volume Tasks, 142

XStack Storage Tasks, 130
Volume Access Info Screen, 146
Volume Information

Viewing, 141
Volume Information Screen, 141
Volume Tasks

Viewing, 142
Volumes

Creating, 70

Creating Automatically, 71

Deleting, 79

Expanding, 78

Manually Creating, 74

Media Scan, 82

Parity Scan, 81

Reconfiguring, 78

Viewing Information About, 140
Volumes Overview, 26

X

XStack
Changing Date and Time, 66
Upgrading Firmware, 161
XStack Factory Default Settings, 163
XStack Screens
CIM Server Info, 133
Connection Information, 151
Drive Information, 144
Enclosure, 127
Firmware
Image Info, 134
Initiator Access Info, 147
Initiator Information, 152
LAG Port Info Screen, 149
Log Messages, 128, 129
Physical Port Information, 154
Storage Group Information, 137
Target Node Info, 145
Task Message Details, 139
Task Message Details (volumes), 143
Tasks Info, 130
Tasks Info Details, 142
Tasks Info Screen, 138
Tasks Message Details, 131
Volume Access Info, 146
Volume Information, 141
XStack Storage
Changing the Name, 64
Models, 16
Screens, 126
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